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Preface

§

This is a comprehensive account of the syntax and semantics of a new pro-
gramming language called LD L. In it are provided descriptions, both at the
informal and formal level, of every £D L construct. The informal descriptions
do not presuppose a high technical inclination but nevertheless are precise.
For the avid and mathematically inclined, advanced sections are provided
detailing model-theoretic and constrrctive semantics of the language. These
advanced sections themselves and by the nature of the language also serve
as introductions to current research topics in the theory of Data and Knowl-
edge Bases. The authors have striven for simplicity and brevity, but not at
the expense of accuracy. '

§

We have used both the terms data and knowledge in our title; their meaning
in our context warrants some discussion. The distinctions between these
concepts stem from the different computing cultures out of which they grew.
Let us first discuss the notions of data and a database. A database is a
system designed to query, update, and share a large volume of data. The
basic premise is that the volume of data is too large to be contained in its
entirety in the memory of a computer and hence, special access methods
are required to retricve the data efficiently from its secondary memory. An-
other premise is that the data are a permanent resource, to be shared by
different application programs over a long time span. This premise, which
is also known as the data independence requirement, implies that the query
language must be declaraiive in nature so that subsets of the stored data
can be specified in different application programs without any knowledge of
the actual layout or the mode of access to these data. The task of trans-
lating and optimizing the declarative specification into an efficient access
procedure is the responsibility of the database system. The technology to



implement this task, particularly within the context of relational database
systems, has been constantly improved over the past decade and has reached
a high degree of sophistication.

The database philosophy can thus be summarized as “simple but effi-
. cient.” Performance in data retrieval is at & premium, and the complexity
of the stored data is sacrificed in order to facilitate this objective. Typically,
the data format is a simple record, of a predetermined length and with a
fixed number of fields. This format is consistent with the relational data
model. Another consequence of this approach is that database systems offer
but a limited functionality: the query language enables only the specification
of a limited class of queries, and certain information implicit in the data can-
not be specified at all. Furthermore, data can only be retrieved or updated.
Other operations on data, e.g., arithmetic, cannot be performed within the
database system. To compensate for this limited functionality, database sys-
tems are used in conjunction with general-purpose programming languages:
the database subsystem retrieves the data, and further manipulation is per-
formed by the host programming language.

The concepts of knowledge and knowledge system have grown from the
artificial intelligence culture. The problem of knowledge representation is
a long-standing field of inquiry and efforts in this area have concentrated
on the design of (in-memory) data structures to encode “real-world” sit-
uations. The best-known result in this respect is the use of frames as a
knowledge representation device. Another Al effort concentrates on the use
of logics and inference methods, often in conjunction with knowledge rep-
resentation structures, to infer new knowledge from existing knowledge. So
far, the commercial results of this research manifest themselves in the form
of expert systems. The expert system paradigm assumes the existence of
a human expert, whose knowledge in some specific domain, e.g., a medical
specialty, can be articulated and mapped into a knowledge representation
structure. The structure can be queried and can, in conjunction with a logic,
be used to infer new knowledge. This is known as the “inference engine”
of the expert system. The logical conclusions of the deductive process are
dispensed as “advice.” The term knowledge base is thus used in Al to denote
the knowledge representation structure over which the logical inferences are
performed. '

Let us now briefly contrast these two cultures. The emphasis in Al is on
generality. Complex structures are used to represent classification schemes,
types, and other features pertinent to a real world situation. This contrasts
with the simple record structures used in the database world for factual
knowledge representation. At the same time, the total volume of knowledge
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used in an expert system is small and can be accommodated entirely in
main memory. Hence, the use of an in-memory dati structure to represent
knowledge. The volume concern in databases that dictates the use of simple
structures, is nonexistent in the Al context, as is the second database concern
of data independence. Expert systems in their present commercial form are
autonomous programs nat do not share data. Hence, there is no need for a
declarative form of data and knowledge access. Indeed, the mode of access
in knowledge bases is by navigation through the structure, and the resuits
may be dependent on the particular route taken. By contrast, a database
user does not know the details of the data representation and the results of
his or her query are independent of these details.

LD L as a system covers the middle ground between databases and knowl-
edge bases. On the one hand, it is committed to the database requirements
of volume and data independence; the LD L language is purely declarative
and the LD L system comes with a highly sophisticated optimizer, designed
to improve the performance of the complex queries that are generated by
the system. On the other hand, it provides some of the structural richness
and inference capabilities found in knowledge bases. In particular, users can
represent their knowledge within complex objects, e.g., lists, as well as set
types. The inference capability of the language enables the user to define
knowledge by intension, i.e., by the specification of rules that derive relations
from other relations. The terminology for systems of this type has not crys-
tallized yet, and they are variously referred to as logic databases, deductive
databases, or, to compound the confusion with expert systems, knowledge
bases. From now on we will use these terms synonymously.

From the database perspective logic databases extend the generality of
the traditional systems in the sense that they embody some of the function-
ality that otherwise had to be provided by the general-purpose application
language system. Another?mportant difference between the traditional host-
and embedded-language organization and logic databases is the elimination
of the impedance mismatch in the former case. The impedance mismatch
is the result of the combination of a procedural application language with a
declarative database query language. Severe inefficiencies may result in the
execution because of the inability to optimize a query over these incompatible
subsystems. In LD L the application language and the query sublanguage
are the same. Hence, no impedance mismatch exists, and queries can be
efficiently executed.

From the Al perspective the £D £ system can serve as the substrate upon
which some of the richer features, such as classification and type inheritance
schemes, can be built. This would endow expert systems with a database
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capability they lack at present. We note that the present trend of using ex-
pert system shells in conjunction with conventional database systems suffers
from the same impedance mismatch as the conventional database application
language systems. As in the conventional case, it is imp8ssible to optimize
queries over the navigation-oriented, procedural knowledge structure of the
shell and the declarative database subsystem.

The evolution of the thinking that eventually led to £LD £ had its origins
in the areas of relational databases and logic programming. All of these
technologies have strengths, yet on its own, each is insufficient to meet the
objectives that we set out to achieve. A point of departure could be to
combine a logic programming language, e.g., PROLOG, with a relational
database system. Unfortunately, a combination of this type suffers from
two major shortcomings. The first shortcoming is that the computational
mechanisms of PROLOG, viz., SLD-resolution and backtracking, attempt to
compute a sirgle proof at a time. This results again, in an impedance mis-
match, since the (default) mode of computing all of the answers to a query
can now only be achieved by repeated proofs, one proof at a time, and the
query optimization mechanisms of the underlying database, which are set
orierited, cannot be utilized. The second problem in this approach is that
during the execution of a proof the computation may not terminate; hence,
the completeness of the result cannot be guaranteed. The approach adopted
in LD L is to retain Horn-clause logic and extend it but, in contrast to PRO-
LOG, to use a different interpretation of the logic that is more attuned to
applications with large volumes of data. The interpretation used Jjs model
based. The answer to a query is computed in a botiom-up application of the
rule set to the stored and the partially derived data until no further results
can be produced, i.e., a fixpoint has been reached. Since this method could
generate a great arnount of irrelevant and redundant data, if implemented
naively, the LD L system uses special compilation techniques developed for
this purpose that not only ensure an efficient execution but also guarantee
the completeness of the query-answering process. Fixpoint semantics, to-
gether with the compilation methods, are the key ingredients of this new
technology that enables the realization of integrated logic database systems
and removes the shortcomings in some of the other systems mentioned.

From the foregoing it appears that a complete discussion of LD £ would
entail both the language semantics and the compilation aspects of the sys-
tem. However, the methodology adopted for this book is language centered.
It covers the area by successive descriptions of containing subsets of the lan-
guage, each one having a more powerful semantics than its predecessor. This
way, we proceed from a simple but pure Horn-clause subset of the language
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toward the full language and its extensions, such as the use of negation,
sets, and procedural extensions, while retaining its declarative character.
In this process we make occasional references to some of the compilation
techniques used but do not provide a complete coverage of them. General
compilation techniques for logic databases have been published in technical
conferences and ;ourrials. The subject is currently an active area of research
and is likely to remain so for the foreseeable future. We expect to see a
constant improvement of these methods as time progresses. While this is
an indication of a healthy state of affairs from the perspective of the ac-
tive database researcher in the field, it is still too early to summarize these
techniques so as to present them in a coherent fashion to a wider audience.
Hence, we have restricted our presentation of these techniques to those cases
where understanding them is essential to understanding the accompanying

material.

On the other hand, the theory underlying the language, the language
specification itself, and its semantics have matured to the extent that a tech-
nology transfer to a wider audience is feasible and desirable. The technology
can then be evaluated and appreciated by this community, concurrently with
the ongoing research in compilation techniques. In our view this wider audi-
ence consists of database professionals who are interested in evaluating the
technology for their own purposes and advanced computer science students
who have a background in database theory and/or logic programming. We
hope that the exposition of the ideas to this larger audience will result in
their application to real problems and their critical evaluation. We have
endeavored to accompany the book with a set of meaningful examples that
expose the power of LD L and describe, by means of an extended example, a
problem representative of the class of “data-dredging” problems. This class
of inductive data analysis problems appears to be particularly suitable for
treatment by the technology presented in this book.

The level of presentation of the material is split between an introductory
level required for the writing of simple programs and an advanced level re-'
quired for the deeper understanding of the issues involved. The introductory
level can be read independently of the advanced level.

The software that implements the ideas presented in the book is the
property of the shareholder companies of MCC. We hope that we will be
able to make it available to academic and other nonprofit institutions in the
near future. We expect that the experimentation with the system itself will
further enhance the understanding of the issues involved and ultimately will
lead to a wide adoption of this new technology.
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