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Semiconductor Equipment and Materials International Semiconductor Equipment and
Materials International (SEMI®) is an international trade association representing more than 2,400 member companies that develop.
manufacture and supply the technology, equipment, materials and services used to manufacture semiconductors and flat panel
displays. The equipment and materials industry provides critical technologies that enable the development and manufacture of
advanced semiconductors and displays which in turn enable the more than $1 trillion global electronics industry.

Since its founding, SEMI has evolved into an international organization committed to free trade and open markets. SEMI maintains a
presence in every significant semiconductor and FPD manufacturing region in the world. with eleven offices in North America,
Europe, Russia, Japan and Asia-Pacific. SEMI's primary goal is to help its members achieve their common corporate goals by
expanding global marketing opportunities, by improving access to customers and to industry, government and civic leaders and by
promoting the value and importance of our industry. SEMI achieves this through sponsoring trade expositions, executive conferences
and technical and business education programs; by facilitating the development of international standards; through advocacy of public
policy issues; and by providing timely industry information and statistics that enable our members to better understand prevailing
and future economic, business and technology trends. For up-to-date information, visit the SEMI website at www.semi.org.

The Electron Devices Society (EDS) and the Components, Packaging, & Manufacturing Technology
(CPMT) Society are two of the 36 technical societies within the Institute of Electrical and Electronics Engineers,
which, in turn, is the largest professional engineering organization in the world with over 350,000 members. It is
transnational, with conferences and chapters in most countries. EDS and CPMT also sponsor a number of other
related conferences:

Networking  » VLSI Chip Packaging Workshop
the World™ e Semiconductor Thermal and Temperature Management (SEMI-THERM) Symposium
. International Electron Devices Meeting (IEDM)
° International Symposium on Semiconductor Manufacturing (ISSM)
° Intersociety Conference on Thermal Phenomena in Electronic Systems (I-THERM)
° Electronic Components & Technology Conference (ECTC)
° International Electronic Manufacturing Technology (IEMT) Symposium

Copies of past proceedings of some of these conferences are available for purchase. In addition, EDS and CPMTS publish the
Transactions on Semiconductor Manufacturing, the archival journal in this field. We invite you to consider membership for one of the
IEEE Societies and to participate with us in furthering advancements in these fields. If you already belong to another professional
society, you can affiliate with EDS or CPMT at reduced fees. Please refer to the back cover for additional information.

MICRO

MICRO magazine is the ultimate focused editorial and advertising vehicle for professionals concerned with defect reduction, process
control, and yield enhancement strategies in the semiconductor, semiconductor equipment and materials, and related advanced
microelectronics manufacturing industries. The magazine and its web site - www.micromagazine.com - offer a comprehensive,
practical, and timely mix of technical articles and industry and product technology news coverage to a global audience. Since 1983,
MICRO has been a leader in providing reliable, in-depth information to its readers in the semiconductor manufacturing community.
MICRO magazine -- proud cosponsor of ASMC 2001 and member of SEMI.
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Introduction to ASMC 2001

At present, the semiconductor manufacturing industry is transferring
to 300 mm wafer fabs. As a consequence, tool utilization is becoming
more important than ever. Hence, many of the contributions at the
conference deal with factory dynamics and yield control. There is a
tendency for process technologies to become more and more generic,
whereas products are diversifying (for instance as systems-on-chip).
Does this mean that process technology is becoming a “commodity”?
This question was actually addressed during a panel discussion at
ASMC 2000. Although opinions vary, most people will agree that
timely availability of new technologies is a key factor for modern
semiconductor fabs. The big challenge is now how to remain cost-
effective in a rapidly changing industrial environment.

This state of affairs constitutes the setting for the 12" Advanced Semiconductor Manufacturing
Conference — and the first one to be held in Europe, in an appropriate conjunction with Semicon
Europa 2001.

The subtitle of the conference is “Advancing the Science and Technology of Semiconductor
Manufacturing”. This theme should inspire the participants to discuss ideas on possible
improvements of the semiconductor manufacturing process. Undoubtedly, the oral presentations
and the posters at ASMC 2001 will provide a well-balanced overview of the state-of-the-art in
semiconductor manufacturing.

The various sessions of ASMC 2001 have been organized to reflect the following themes:

® Factory Dynamics: Cycle time management and cost control are the key subjects here. The
presentations in this session discuss how these topics are related to fab methodology and
process issues.

® Process Control: Process control quantifies process parameters in IC fabrication. This session
focuses on metrics and methodologies to ensure consistent manufacturing.

® Advanced Process Technology: New materials and device concepts are being introduced at an
unprecedented rate. The presentations in this session discuss the consequences of advanced
process options for manufacturing methodologies.

* Yield Modeling and Analysis: Yield enhancement tools and methods are the focus of these two
sessions, which include also inspection methodologies and SPC for yield analysis.

® Defect Detection and Reduction: Defect detection and reduction is essential for yield
improvement. This session focuses on tools and methodologies for the identification and
analysis of defect sources.

In addition to the oral presentations, a number of posters will be presented in a separate session.
These cover a wide range of subjects, varying from process technology to factory control. They
have in common that they all contribute to the improvement of semiconductor manufacturing
methods.

[ wish you a very useful and enjoyable conference!
Mart Graef

Technical Chair ASMC 2001
Strategic Program Manager, Philips Semiconductors

\
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Quantifying Operational Time Variability:
the Missing Parameter for Cycle Time Reduction

J.H. Jacobs, L.F.P. Etman, J.E. Rooda
Eindhoven University of Technology
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P.O. Box 513, 5300 MB Eindhoven
The Netherlands
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Abstract

Operational time variability is one of the key parame-
ters determining the average cycle time of lots. Many
different sources of variability can be identified such
as equipment breakdowns, setup, and operator avail-
ability. However, an appropriate measure to quantify
variability is missing. Measures such as the Overall
Equipment Efficiency (OEE) in semiconductor indus-
try are entirely based on mean value analysis and do
not include variances.

The main contribution of this paper is the develop-
ment of a new algorithm that enables to estimate the
mean effective process time ¢, and the coefficient of
variation ¢2 of a multiple machine equipment family
from real fab data. The algorithm formalizes the ef-
fective process time definitions as given by Hopp and
Spearman [ 1], and Sattler [2]. The algorithm quantifies
the claims of machine capacity by lots, which includes
time losses due to down time, setup time, or other ir-
regularities. The estimated 7, and cg values can be in-
terpreted in accordance with the well-known G/ G/m
queueing relations. A test example as well as an elabo-
rate case from semiconductor industry show the poten-
tial of the new effective process time (EPT) algorithm
for cycle time reduction programs.

Keywords

Factory dynamics, equipment modeling, data extrac-
tion, manufacturing line performance, capacity and cy-
cle time losses

1. Introduction

Equipment in semiconductor manufacturing is subject
to many sources of variability. An important source is
formed by equipment downs, which occur due to the
highly complex and technologically advanced semi-
conductor manufacturing processes [3]. Many other
corrupting operational influences are also present, such

0-7803-6555-0/01/$10.00©2001 |IEEE
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as batching, rework, setup, and operator availability.
All together, they introduce a substantial amount of
variability in the interarrival and operational times of
the lots during their flow through the fab.

Queue times are mainly influenced by variability
and utilization. Utilization is usually high in semi-
conductor industry in order to maximize productivity
and minimize costs. In combination with large vari-
ability, high utilization leads to large cycle times of
lots. Especially, multi-process multi-product IC ma-
nufacturers are under high pressure nowadays to re-
duce cycle times and improve delivery performance.
Without changing utilization this can only be achieved
by reduction of operational time variability. There-
fore, identification and reduction of the main sources
of variability is a key action to improve upon the com-
promise between throughput and cycle time.

Unfortunately, in semiconductor industry no mea-
sures for operational time variability are used. The
overall equipment efficiency (OEE) has been intro-
duced by SEMI [4]. This measure is based on mean
values with respect to availability and productivity. It
includes for example mean time between failure and
mean time to repair to characterize equipment downs,
but it fails to include variances. Hopp and Spearman
([1], Section 8.4) show with a simple example that, be-
sides the average capacity, the fluctuations of capacity
in time should also be included to make the correct
conclusion on how well an equipment is performing.
Taking into account average capacity only, may lead
to the wrong conclusion.

A suitable measure that quantifies the total process
time variability is still missing. Such a measure would
be highly valuable in variability reduction programs.
Sturm et al. [5] observed that it is impossible to mea-
sure each individual source of variability. Instead, they
measured cycle time distributions at equipment fami-
lies, and used these in their simulation model. How-
ever, in these distributions the effects of utilization and

2001 IEEE/SEMI Advanced Semiconductor Manufacturing Conference



variability are mixed up. Another approach is pro-
posed by Hopp and Spearman [1]. They introduce the
so-called effective process time, and describe it as: the
time seen by lots from a logistical point of view. Basi-
cally, the effective process time includes all time losses
due to down, setup, rework, and any other source of
variability. A similar description is given by Sattler
[2] who defined the effective process time as: all cy-
cle time except waiting for another lot, which includes
waiting for machine down time and operator availabil-
ity and a variety of other activities.

Sattler [2] noticed that her definition of effective
process time is difficult to measure. The same dif-
ficulty holds for the description given by Hopp and
Spearman [1]. But the basic idea of effective pro-
cess time to include time losses does give a starting
point to compute effective process times of lots if a list
of events is available with arrival and departure times
of lots and track-in and track-out data of equipment.
Since semiconductor industry is highly automated, this
data is generally available. We propose a new method
to actually compute effective process times from such
a data set. In this way we are able to estimate the mean
and variance of the effective process time of an equip-
ment family. This gives the desired quantification of
operational time variability. The approach is illustrated
using real fab data of a Philips Semiconductors wafer
fabrication facility.

2. Performance Measurement

Wafer fabs combine uncertain yields and unreliable
equipment in a re-entrant process flow. In order to
improve equipment productivity, SEMI [4] defined the
overall equipment effectiveness (OEE). OEE separates
equipment productivity into three basic corrective ac-
tion categories: availability, performance, and quality.
Availability efficiency is the fraction of time that the
machine is in a condition to perform its intended func-
tion. Performance efficiency is the fraction of machine
uptime that the machine is processing actual units at
theoretically efficient rates. Finally, quality efficiency
is the theoretical production time for effective units
divided by the theoretical production time of actual
units. Typically, OEE includes several sources of vari-
ability such as down times or time spend on monitor-
ing. However, OEE is only based on mean values.
Besides mean process time, the average queue time
of wafers in the queues of machine families is deter-
mined by utilization and variability. Hopp and Spear-
man [1] use the following approximation for the aver-
age queue time of wafers in G/G/m queuing system,
where m denotes the number of identical machines:

0-7803-6555-0/01/$10.0062001 IEEE
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with the utilization defined as:

u= L @
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The first term of Equation (1) represents the variabil-
ity and is the sum of the squared coefficients of varia-
tion of the interarrival times ¢2 and the process times
c2. The squared coefficient of variation is defined as
the quotient of variance and the mean squared. Thus,
CS = 002/13, and c% = (7‘,2/{3, where ¢, and ¢, are the
mean interarrival time and mean process time, respec-
tively. Hopp and Spearman [1] use in this respect the
effective process time paradigm: 7, and ¢2 include the
effects of operational time losses due to e.g. machine
downs, setup, rework, and other irregularities. Com-
pared with the theoretical process time #p this typically
means f, > fo and ¢Z > cg. In accordance with [1]
we call ¢2 < 0.5 lowly variable, 0.5 < ¢Z < 1.75
moderately variable, and cZ > 1.75 highly variable.

Equation (1) clearly identifies the contribution of
utilization and variability. Cycle time increases lin-
early with the squared coefficients of variation of in-
terarrival and effective process times, and increases
nonlinearly with utilization. To reduce the mean wait-
ing time there are two possible courses of action. The
first is to reduce the loss of capacity due to irregulari-
ties. This gives a smaller mean effective process time
t., which also means a lower utilization. This part is
covered by performance measures such as OEE. If the
mean capacity loss cannot be further reduced, the sec-
ond action is to reduce the variation of the irregulari-
ties, giving a smaller variability term. The OEE fails
to cover this term.

An important property is that variability propagates
through the fab, which occurs for two reasons. First
the arriving wafer flow at a machine is transformed
into a departing flow. Second, the arrival pattern of
a specific machine is determined by the departure pat-
terns of its predecessors. In [1] the following linking
approximation is used:

2

G=1+0 -2 -1+ %(cg - Q)
This means that for low utilizations, the flow variabii-
ity of the departing wafers equals the variability of the
arriving flow, while for high utilizations, the flow vari-
ability of the departing wafers equals the effective pro-
cess time variability. To be cost effective, wafer fabs
operate at high machine utilizations. Thus, reducing
operational time variability at one machine will posi-
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tively influence the arriving wafer flow of its succes-
Sors.

Equation (1) implies that the mean EPT and the
corresponding squared coefficient of variation are two
fundamental process parameters with respect to cycle
time performance. To use these parameters as perfor-
mance measures, . and ¢ have to be determined from
actual fab data. As semiconductor industry is highly
automated, much data on all sorts of events is avail-
able. Unfortunately, the definitions given by Hopp and
Spearman [1] and Sattler [2] cannot be used to mea-
sure the effective process time from this data set.

3. How to Measure EPT?

We have formalized the EPT definition and propose
a new algorithm to actually compute EPTs from real-
time fab data. With an equipment family or worksta-
tion we mean one or more machines that perform a
similar operation and that share a single queue. The
EPT definitions of Hopp and Spearman [1], and Sat-
tler [2] include the theoretical process time as well as
setup time, breakdown, operator availability, and all
other operational times due to variability effects. For
the cycle time of a lot it is of no importance whether
the lot is waiting for an operator or for a machine that
is being monitored. Generally stated, EPT is seen as
the total amount of time a lot could have been, or ac-
tually was, processed on a machine. If a machine has
only 50% of its regular capacity, for example because
one of its chambers is being maintained, this should
also be reflected in the EPT.

The new algorithm is developed such that it enables
to calculate the EPT of a workstation from a list of
events. This list of events consists of the arrival and
departure times of the lots at a certain workstation, and
the machine identification number the lot has been pro-
cessed on. We start with investigating the EPT defi-
nition for a single machine workstation with first-in-
first-out (FIFO) dispatching. This EPT definition is
extended to include other dispatching policies as well.
Finally, the EPT definition is generalized to a multiple
machine workstation.

3.1 Single machine, FIFO dispatching

Consider a workstation with FIFO dispatching that
consists of a single queue and a single machine. This
single machine setup is used to formalize the concep-
tual idea that the EPT is the total amount of time a lot
could have been or actually was processed on the ma-
chine. The event history with respect to arrival and de-
parture can be visualized by a Gantt chart. An example
is presented in Figure 1. The Gantt chart shows four
lots which were processed in FIFO order on a single
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Figure 1: Single machine: FIFO dispatching

machine. The first lot arrived at 7 = 0 and departed at
t = 2. The arrival and departure times of the other lots
are depicted in the same way. Actual process times are
not needed for determining the EPTs, and are there-
fore not depicted. The resulting EPTs are shown in
the grey box at the bottom of Figure 1. The following
paragraph explains how these EPTs have been deter-
mined.

Initially, no lots are present in the workstation, i.e.
no lots are queued and no lot is in process. Since at
t = 0 the first lot arrives at the workstation, this lot
immediately claims capacity of the machine, indepen-
dent of whether it is queued for a while or processed
immediately. Before the first lot departs, a second lot
arrives at 7 = 1. Since a FIFO dispatch policy is used,
the first arrived lot still claims capacity of the machine.
The second lot does not claim capacity of the machine,
because the first lot already does. When the first lot has
finished processing, and departs from the machine, it
does not claim capacity of the machine anymore. The
total amount of time this first lot has claimed capacity
is called a realization of effective process time. From
this point of time (¢ = 2), the second lot is the follow-
ing lot that is processed next. Therefore, now this lot
claims capacity of the machine until the lot departs. It
does not make a difference if new lots are arriving, like
the third lot at ¢+ = 3. The second EPT realization is
then the time between the departure of the first lot and
the second lot.

In general, for each lot that is processed next on the
machine it holds that the total amount of time the lot
was queued or processed between the departure of the
previous lot and its own departure is a realization of
effective process time. When enough individual EPTs
have been determined, a complete EPT distribution
arises. For the machine, an estimate of mean ¢, and
coefficient of variation c2 can be calculated from the
whole set of individual EPTs.

3.2 Single machine, general dispatching

If a single machine is considered, the lots in the sys-
tem claim capacity of this particular machine. From
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the machine’s point of view it does not matter which
lot claims its capacity. If two lots are queued, capac-
ity of the machine is claimed from the period the first
lot has arrived in the queue. Whenever the second lot
arrives, still capacity of the machine is claimed until
one of both lots departs. Therefore we assume that the
order in which the lots are processed does not have any
influence on the EPT calculation. As a consequence,
the EPT does not depend on the schedule, but only on
the arrival and departure times of the lots. Thus, during
the period that at least one lot is present in the family,
the capacity of the machine is claimed until a lot de-
parts from the family. The EPT calculation does not
take into account which lot arrives or departs. This
corresponds with observations that dispatch rules and
overtaking by hot lots have hardly any effect on the
average cycle time (see e.g. [6]).

In Figure 2 an event history and Gantt chart of a
non-FIFO schedule is shown to illustrate how above-
mentioned rationale for general dispatching affects the
EPT definition. Assume that lot 3 is a hot lot and, al-
though lot 3 arrives after lot 2, it is processed before
lot 2 is processed. Thus, when lot 1 leaves, initially,
lot 2 claims capacity of the machine. After the arrival
of lot 3, this hot lot claims capacity of the machine.
But, for the machine it makes no difference which lot
is processed next. During the complete time period be-
tween the departure of lot 1 and the departure of lot 3,
a lot claims capacity of the machine and therefore the
complete time period is a single EPT realization. It is
of no concern whether this realization is based on the
presence of a single or multiple lots. Notice that the
Gantt chart of Figure 2 has equal arrival and departure
times compared to Figure 1. Although the schedules
produce the lots in different orders, the EPT calcula-
tion delivers equal EPT realizations.

Summarizing, the machine does not need to know
which lot is claiming capacity. The EPT is the total
amount of time a single lot or different lots are claim-
ing capacity of the machine until a lot departs. Thus,
whenever there is no lot in the workstation (queue
empty and machine idle), capacity of the machine is
not claimed. These time periods do not belong to EPT.
But as soon as a new lot arrives, the next EPT real-
ization will be the time between this arrival and the
first next departure of any lot, not necessarily the first
newly arrived. With lots present in the single machine
workstation, the EPT is the time between two depar-
tures of two lots. This holds until no more lots are
present in the family.

Algorithm SM - single machine workstation

An algorithm to calculate EPTs is proposed in
Guarded Command Language in Figure 3. GCL is
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Figure 2: Single machine: general dispatching

summarized in the appendix and explained in detail in
[7]. 1t is assumed that at the start of the algorithm the
workstation is empty. The algorithm considers a sin-
gle machine workstation and a general dispatch rule.
First of all, the algorithm triggers for an event. When
an event occurs, the algorithm reads (with the ? opera-
tor) the current time of the event T and the type of the
event ev. Each event ev can be an arrival of a lot (A)
or a departure of a lot (D). The number of lots present
in the family is denoted by n.

If a lot arrives, the workstation can be in two dif-
ferent states: (1) the family is empty, that means the
number of lots # present in the system equals 0, or (2)
the workstation is not empty, and thus n > 0. In the
first case (n = 0), capacity of the machine has not been
claimed until the lot arrives at time 7. From this point
the capacity of the machine is claimed until a lot de-
parts. Therefore, the start of EPT is set at s := 7. In
the second case, if a lot arrives and the family is not
empty (n > 0), the start of EPT s has already been set
by a lot arrived earlier. In that case, nothing has to be
done. Finally, the number of lots present in the system
has to be updated to the new value: n :=n + 1,

If a lot departs, a realization of EPT can be calcu-
lated which equals the time between the actual time t
and the time the start of EPT was set: 5. Thus, the real-
ization of EPT equals £ —s. This value is written (with
the ! operator). Afterwards, the number of lots present
in the system has to be updated: » := n — 1. Now
again two different states can occur: (1) the worksta-
tion is empty, or (2) the workstation is not empty. If
the workstation is empty, capacity of the machine is
not claimed by a new lot and the start of the EPT is not
set. Then s needs not to be set until a new lot arrives. If
the workstation is not empty, capacity of the machine
is immediately claimed by one of the lots still left in
the system and s is set to the actual time.

In the practical case that lots are already present in
the family when the algorithm is started, then the first
departure of a lot cannot result in an EPT realization,
since s has not been properly set. But, after this first
departure, s can be properly set, and the algorithm can
continue with all the other lots.
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Figure 3: Algorithm SM — single machine
3.3 Multiple equipment

The EPT algorithm is generalized to cover multiple
machines with general dispatching. The workstation
now consists of a single queue which feeds a number
of parallel machines. Again we follow the concept that
a departure of a lot from a machine yields a new EPT
realization. The EPT equals the total time capacity of
this machine was claimed during this last departure.
So, whenever a single lot is queued for or processed
on a particular machine, capacity of this machine is
claimed until a lot departs from this machine. This is
similar to the single machine situation, and holds for
each of the machines in the family. The number of
machines for which capacity is claimed (m,) should
be equal to the minimum of the number of machines
(m) and the number of lots (n) present in the family:

m, = min(m, n) 4)

Usually if two lots are present in the workstation
they will be processed by two different machines.
Then it is clear that capacity of both machines is
claimed (m, = 2). But there are some other possi-
bilities where it is less clear from which machine ca-
pacity is claimed. Imagine, for example, the following
situation of a workstation with 2 machines. A lot is
processed on the first machine and another lot is wait-
ing to be processed on this first machine too. Capacity
of this first machine can not be claimed twice, but ac-
cording to Equation (4) capacity is still claimed for two
machines. One could say that the second lot claims ca-
pacity of the second machine now, since it is the only
available machine left. However, the actual value of
the next EPT realization depends on whether or not a
third lot will arrive before the first lot has finished and
on which machine this third lot will be processed. This
is explained in the following two paragraphs.

0-7803-6555-0/01/$10.00©2001 IEEE

Consider the following scenario that no new lot ar-
rives before the first one is finished, or that a new lot
arrives that will also be processed on the first machine.
In these situations, where the second machine stays
idle, we follow Equation (4) and assume that the ca-
pacity of the second machine is claimed as long as at
least two lots are present in the system. So, upon de-
parture of a lot, we want the multiple machine EPT
algorithm to compute the EPT realization according to
the time this lot has claimed capacity of some machine,
either the first one, or the second one, or both, as long
as the claim is a continuous one. Consequently, an
EPT realization in the multiple machine case cannot
always be assigned to one particular machine.

012345617289 01234586
——t—t—t—t—t—t ——t—t—t—tt

(a) (b)

Figure 4: Multiple machines

We need the assumption of a continuous claim of
capacity. This is explained by slightly changing the
previous example. Consider again the two machines.
One machine is processing a lot and capacity of this
machine is claimed. Another lot is queued and will be
processed in the future on the first machine too. As in
the previous example, this second lot claims capacity
of the second machine. Now imagine that the next lot
that arrives will not be processed on the first machine,
but will be processed on the second machine which
has been idle so far. This third lot may arrive either
before or after the first lot departs from the first ma-
chine, as shown in Figures 4(a) and 4(b), respectively.
If it arrives before the first lot is finished but after the
second lot has arrived (Figure 4(a)), then you might
end up with a discontinuous claim of capacity and dis-
continuous EPTs if start and end times are not properly
chosen: at time ¢+ = 2 lot 2 claims capacity from idle
machine 2; then at 7 = 3 lot 3 arrives and takes over
this claim of capacity of machine 2; for lot 2 the claim
would end, and be resumed at + = 4 when machine
1 becomes available again. Instead, we describe it as:
at time ¢ = 2 a lot claims capacity from idle machine
2; at t+ = 3 another lot arrives and capacity of ma-
chine 2 is still being claimed; at # = 4 lot 1 departs
which means the start of a new claim on machine 1;
the respective EPTs run as long as the claims continue
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non interruptedly. The same consideration holds for
the Gantt chart in Figure 4(b) with the difference that
directly after the arrival of lot 2, this lot continuously
claims capacity of the machines until it departs. In
that case, the total time lot 2 is present in the family is
a single EPT realization. Figure 4 illustrates the EPT
realizations we obtain in this way at times ¢+ = 7 and
t = 9 for both situations. Consequently, an EPT real-
ization in the multiple machine situation cannot always
be assigned to one particular lot. We already observed
that for the single machine workstation.

Summarizing, for multiple machines capacity can
be claimed in two different ways: (1) capacity is
claimed by presence of a lot that will be processed on
a machine. This means that it is clear which lot claims
which machine, (2) capacity is claimed but it cannot be
assigned to one specific lot or machine. In case of mul-
tiple idle machines it is even impossible to determine
which machine is claimed and which not.

Algorithm MM - multiple machine workstation

The EPT algorithm for multiple machine workstations
is presented in Figure 5. It is a generalization of Al-
gorithm SM. Algorithm MM uses list ¢s, which is ini-
tially empty (a list is a vector of variable length). The
algorithm uses rs to temporarily store all start values
of new EPT realizations. From the time points in fs,
capacity of machines is claimed. Besides list s also
tuple s is used to store start values of EPT realizations
(a tuple is a vector of fixed length). The start values
stored in s belong to capacity claims that can be as-
signed to specific machines. Thus, element s.i is the
start time that capacity of the /-th machine is claimed.
From a certain time point when a value for s.i can be
set, its value is taken from list #5. In list ¢s all start val-
ues remain that cannot yet be assigned to a particular
machine. This ensures continuous capacity claims.

A third variable is used in Algorithm MM: tuple
nt. Element nt.i of tuple nt equals the number of lots
present in the family that is or will be dispatched into
the i-th machine. The sum of nt.i over all machines
equals the number of lots » present in the workstation.

The algorithm again triggers on an event and deter-
mines besides the actual time 7 and the event ev also
the machine number i. In case of an arrival event, i
is the number of the machine the lot that has been ar-
rived will be processed on in the future. In case of a
departure, 7 is the machine the lot was processed on.

At an arrival, Algorithm MM distinguishes four
cases by combining two boolean expressions, n ® m
and nt.i ® 0, in which ® denotes a relational operator:

e n ® m: If the number of lots is below the num-
ber of machines (n < m), a new EPT realization
has to be started and the start time is added to the
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Figure 5: Algorithm MM — multiple machine

rear of list zs. If the number of present lots is
larger than or equal to the number of machines in
the family (n > m), capacity of all machines is
claimed already. Therefore, no new EPT realiza-
tion has to be started.

e nt.i ®0: When a lot arrives for processing on ma-
chine i, an EPT start value can only be assigned
to this specific machine if no other lot is already
waiting for this machine or being processed on
this machine. So, if nt.i = 0 is true, then s.i is
set to the head value of list #s, and the head of list
ts is removed.

At a departure, the opposite holds:

e n ® m: a new EPT realization has to start di-
rectly only if n > m to claim the machine that
has become available. Then, the corresponding
start value (7) is added to list s or set in s.i.

e nt.i ® 0: when a lot departs from machine i, a
new EPT start value has to be assigned to this
machine, only if other lots are waiting for this
machine (nt.i > 0). This new EPT start value
of s.i depends on n: if n < m, s.i becomes again
the head of ¢s, but if n > m, other lots contin-
uously claim capacity of all the other idle ma-
chines. Then s.i can be set with the actual time
7, leaving 75 in its original state.
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Summarizing, if due to an event a new EPT realiza-
tion has to be started, the corresponding time is added
to the rear of list ts. If, however, it is possible to di-
rectly assign a new EPT start value to one specific ma-
chine, it is set to the oldest element of ts, and ts is
updated.

4. Examples

This section describes a few test examples to validate
the EPT definition and to show how the EPT can be
interpreted. The validation is based on the follow-
ing test setup. Consider an equipment family with
multiple machines that suffer from one or more dif-
ferent sources of variability. A discrete-event simula-
tion model of this family is implemented — using the
x language [7] — that explicitly includes each differ-
ent source of variability in the model. Running the
model gives an estimate of the expected cycle time
CT as well as a list of generated arrival and depar-
ture events — for the test examples we carried out 10
simulation replications of 200,000 lots each. From
this list of events we calculate the EPT realizations
using algorithm MM, and estimate the mean effective
process time 7, and coefficient of variation 2. With
these t, and c2 values a new gamma distribution is de-
fined to replace the process time specifications of the
machines in the original discrete-event mode! by the
EPT based gamma distribution. Running this so-called
metamodel gives another estimate of the expected cy-
cle time CT*, which can be compared with the CT of
the original model. For the f, and cg to be appropriate
measures for capacity loss and variability, the CT and
CT* should behave similarly, that is, reducing e.g. the
capacity variation in the initial model giving a lower
CT value, should be represented by a reduced c2 value
with an accordingly decreased CT* value in the meta-
model. Ideally, in the G/ G/m queueing situation, CT
and CT* should have approximately equal values.

4.1 Unreliable machines

Consider a workstation with two identical unreliable
machines, a single buffer, and Poisson arrival of lots.
The mean theoretical process time of the machines is
to = 0.8 with a coefficient of variation of ¢ = 0.25.
However, during processing a machine may break
down and be temporarily unavailable for further pro-
cessing (we assume that breaks do not occur when
the machine is idle). Availability is a function of the
mean process time to failure ¢, and mean time to re-
pair ¢ and set in this example on a constant value of:
A =tr/(ty + 1) = 0.8. After repair, the machine is
going up again and finishes the lot with the remaining
process time. Both the failure times and repair times
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are exponentially distributed.

Table 1 shows the simulation results of the model
with different settings for the failure and repair times
and at various throughput levels. The throughput
equals the arrival rate r, and is the average number
of lots that arrive per time unit, given by: r, = 1/1,,
with ¢, being the mean interarrival time. The 7, and
c? values are obtained from Algorithm MM. Indepen-
dent of the throughput the effective process time is es-
timated to be 1.0, which is correct since 1, = 17/ 4.
The squared coefficient of variation ¢ increases for
increasing values of 14 and #.. This reflects the previ-
ously mentioned statement of [1] that, for equal avail-
ability, machines with frequent but short outages are to
be preferred to machines with infrequent but long out-
ages. The estimated mean cycle time of the original
model CT and the EPT based metamodel CT* are ap-
proximately equal for all throughput levels and ¢, and
t- values.

4.2 Unequal machines

In many practical cases, machines in an equipment
family are often not (exactly) identical and may dif-
fer in the mean or variance of the process times. Let us
therefore consider a workstation with two unequal ma-
chines. Both machines have gamma distributed pro-
cess times with means #o(1) and #9(2), and squared
coefficients of variation c2(1) and c}(2). Two cases
are studied: (I) the machines have equal coefficients of
variation 3 (1) = c3(2) = 0.5, but different mean pro-
cess times, (II) the machines have equal mean process
times 79(1) = 7(2) = 1.0 but different coefficients of
variation. The FIFO dispatch rule we use in the simu-
lation study does not account for the difference in ca-
pacity or variability. If the two machines are both idle,
they have an equal chance to start processing a lot.
The first case (I) considers a fast and a slow machine
in parallel. We vary with different values for 75(1) and
t0(2), but keep the mean capacity of the machines al-
ways at 2.0 lots/hour. Table 2 shows the results of three
different settings for the process time of the fast ma-

Table 1: Unreliable machines
trlty  re  fe cZ CT CT*
0.8/0.2 1.0 1.000 0.330 1.227 1.230
1.4 1.000 0331 1.642 1.653
1.8 1.000 0.330 3.822 3.839
8.020 1.0 0999 1.047 1315 1.34]
14 1.000 1.049 1.968 1.984
1.8 0999 1.052 5.192 5.367
16.0/4.0 1.0 0.999 1.844 1398 1.460
1.4 1.000 1.844 2266 2.254
1.8 1.000 1.849 6.998 6.910
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Table 2: Unequal machines: a fast and a slow machine

10(1)/102) rq te c; cr cCr*
09/1.125 1.0 1.004 0.518 1261 1.267
1.4 1.001 0517 1724 1.749

1.8 1.000 0.520 4.232 4.209

0.75/1.5 1.0 1.038 0.685 1302 1373
1.4 1.020 0.688 1.760 1917

1.8 1.006 0.687 4.277 4.831

0.60/3.0 1.0 1.172 1.636 1471 1.969
1.4 1.085 1.682 1.875 3.066

1.8 1.023 1.698 4.272 8.827

Table 3: Unequal machines: machines with difference
in variability of the process times

cg(D)/ca?)  rq fe c; CcT CT*
0.25/1.00 1.0 1.000 0.620 1.271 1.274
1.4 1.000 0.624 1.783 1.789
1.8 1.001 0.622 4.531 4423
1.00/2.00 1.0 1.000 1.494 1403 1412
1.4 1.000 1495 2.180 2.210
1.8 1.000 1495 6.232 6.203

chine 7(1) and the slow machine 7(2). What we ex-
pect to happen is that for increasing difference in ca-
pacity of the machines, the variability of the effective
process time of the workstation increases. However,
the increase of cycle time CT is much less compared
with the increase of ¢2: the metamodel overestimates
the effect of unequal capacity on the cycle time. This
means that we should be careful with the interpreta-
tion of the cg if there is a large capacity difference in
the machines of a workstation. Also a second effect
can be observed; for larger capacity difference, the es-
timated mean effective process time tends to rise above
the 1.0 value for decreasing throughput. This is due to
the absence of a suitable dispatching rule in the model
to account for the fact that the first machine is faster
than the second. For low throughput we actuaily loose
capacity due to unnecessary idle time of the fast ma-
chine. This is reflected in an increase of ¢,.

The second case (II) considers a workstation with
two machines with equal capacity rates set at 1 lot/hr,
but with different variability in the process times. Ta-
ble 3 shows the results for two settings of the variabil-
ity, respectively machines with low and moderate vari-
ability, and machines with moderate and high variabil-
ity. The estimated c;’— values equal the averages of the
two SCVs of the process time of the machines. For
both the original and the EPT based metamodel the es-
timated cycle times are approximately equal. The cg
correctly represents the variability in the workstation.
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S. Case Study

A case study from Philips Semiconductors is used to
illustrate the potential of the EPT as a performance
measure for cycle time reduction. The Philips wafer
fabrication facility is a multi-product multi-process fab
with more than 400 machines. Over 1.5 million track-
in and track-out events were extracted from the manu-
facturing execution system (MES), covering a period
of almost half a year in 1998. This data was converted
to arrival and departure events, assuming that a track-
out of a lot implies an arrival at the next process step
neglecting transport time. Using this data, the mean
effective process time ¢, and the squared coefficient
of variation ¢Z were computed for fourteen single-lot
equipment families (single-lot equipment process just
one lot at at time),

The computed 7, and cf, values are presented in Fig-
ures 6(a) and 6(b), and compared with the nominal
process time #y and its variation c(z,. The nominal pro-
cess time only includes the time a lot has been actually
in process. If the . of an equipment family is larger
than ¢y this means that a considerable amount of ca-
pacity is lost due to irregularities. Similarly, the cg can
be compared with cg, revealing how much additional
variability is effectively present. For most equipment
families the natural variability ¢ is very small due to
the highly automated and controlled processes in semi-
conductor manufacturing. Figure 6(b) shows that there
is one equipment family, family N, with a cé larger
than 1.0. This equipment family performs process ca-
pability measurements. Measurement time depends on
the maturity of the process flow and can vary between
4 hours and 40 hours. For all other equipment fami-
lies, the ¢? is significantly larger than cé, showing how
much variability is due to irregularities such as downs,
setups, operator availability, etcetera.

Figures 6(c), (d), and (e) show respectively the ar-
rival coefficients of variation, the utilizations, and the
cycle time factors for these equipment families. The
cycle time factor is defined as the quotient of cycle
time and nominal process time. It is an often used indi-
cator in semiconductor industry to measure the contri-
bution of waiting time to the cycle time. From Figure
6(e) we can observe that equipment family C, H, and
N have a cycle time factor larger than 4.0, indicating a
very bad cycle time performance. From Figures 6(a),
(b), (c), and (d) we get more detailed information about
this bad performance.

Equipment family C has a ¢, value almost three
times as large as 7, an a c2 of almost 4.0. The ar-
rival coefficient of variation has a reasonable value of
¢2 = 1.3. The combination of a high 7, and c? value
causes the large cycle time, even though the utilization
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is only 50%! So the problem is not a shortage of capac-
ity, but the capacity loss and variability due to irregu-
larities. Closer examination of family C should reveal
the precise causes. The problem of family H mainly
lies with high c2 and c2 values: variability in arrival
and processing is the main cause. Finally, family N
combines an extremely high f, with an exceptionally
high utilization. Reducing the capacity loss will re-
duce the . and u, and solve this problem. Even further
improvement of family N can be obtained by reducing
c2 and ¢ which are in the high variability range.

6. Conclusion

A new algorithm has been developed that enables to
estimate the mean effective process time and the cor-
responding squared coefficient of variation from data
of the MES. The required data is arrival and departure
times of lots at the workstations, and corresponding
identification numbers of the machines the lots have
been processed on. For our case study we were able
to obtain this information from track-in and track-out
data of the machines.

With this algorithm available, all four key parame-
ters determining the cycle time of an equipment fam-
ily can be measured: mean effective process time 7,
squared coefficient of variation of the effective process
time c2, the squared arrival coefficient of variation c2,
and the utilization v (see Equation (1) and (2)). The
case shows how, using these four parameters, the main
causes of large cycle times can be identified and which
actions could be appropriate. Without estimates for 7,
and cg this reasoning is not possible, and one can only
rely on a cycle time based measure for each machine,
such as the cycle time factor CTF, which however does
not give a clue on the true cause of any large cycle time
observed.

The EPT algorithm in this paper has been specifi-
cally developed for single-lot equipment families: only
machines are considered that process one lot at a time.
We also assume that the machines in an equipment
family do not have large differences in processing
times since this troubles the interpretation of the c2.
The latter assumption is usually not a serious restric-
tion, but the single-lot assumption is: many equip-
ment in semiconductor manufacturing process more
than one lot at a time, such as litho machines or fur-
naces. A generalization of the EPT algorithm to in-
clude these types of machines is still being investi-
gated. For the moment, EPT promises to be a very
powerful tool in cycle time monitoring and improve-
ment for semiconductor manufacturing.
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Appendix: Guarded command language

The two algorithms proposed in this paper are pre-
sented by statements from guarded command language
[7]. This appendix gives an overview of the syntax
rules for each of these statements. The following sym-
bols are used to present the syntax rules:

x variable

e, ¢ expressions

b boolean expression
.U lists
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Using these symbols the syntax rules for statement S
become:

§ = skip empty statement
| x :=e assignment statement
| ?2x receive statement
| le send statement
| $: 8§ catenation statement
| *[ §1 repetition statement
| [ G1 selection statement
Herein the syntax rules for selection statement G are:
G = b— § guarded command
| GOG  selection

The skip statement is used when nothing has to be
done. An assignment is used to set the value of an
expression (such as: »n + 1) to a variable. The receive
and send statement wait for input and deliver output,
respectively. Furthermore, a statement can consist of
several statements (catenation). Repetition is used in
this paper to endlessly repeat a set of statements. Se-
lection is used to choose among several statements. In
a selection statement several boolean expressions are
evaiuated (such as: n < m). For the boolean expres-
sions that turn out to be true, one is chosen and the
corresponding statements after the —> operator are
executed.

Lists A list is a vector with variable length and de-
noted by squared brackets around the elements. A list
with a single element can be constructed with [e]. A
special list is the empty list: []. Concatenation (/ +-/)
is used to append one list / to another list /. For a non-
empty list, the first element is obtained by the function
hd(/), the head of /. The list that appears after the re-
moval of the first element is denoted by the function
tl(/), the tail of /. This gives the following syntax rules
L for lists:

L= empty list
| [e,....e] list constructor
| L+ L concatenation
| hd(L) first element of list
| tI(L) tail of list
Tuples A tuple is a vector with fixed length and de-

noted by pointed brackets around the elements. The
elements of a tuple can be found by an index. A dot
is used as a projection operator to obtain the index in
the tuple (n.7). To initialize a tuple, a constructor is
used, such as (0)™, which constructs a tuple with m
zero values. We have the following syntax rules T for
tuples:

T = (e)e/

| T.e

tuple constructor
projection
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