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PREFACE

Techniques such as dead time compensation adaptite -ontrol, and Kzlman
filtering have been around for some time, but as yet find little apphcauon in
industry. This is due to several reason-, including:

* Articles in the literature usually assume that the reader is familiar with a
specific topic and are therefore often d fficult for the practicing control engi-
neer to comprehend.

¢ Many practicing control engineers in h process industry have a chemical
engineering background and did not rec~ - a control engineering education.

e There is a wide gap between theory and , «.tical implementation, since imple-
mentation is primarily concerned with 5" utness, and theory is not. The user
therefore has to build an “exper: shell” in - der to achieve the desired robust-
ness. Little is published on this issue, how: ver

This book tries to promote the use of advanced control techniques by taking
the reader from basic theory to practical ‘'mp:cmentation. It is therefore of
interest to practicing control engineers in various types of industries, especially
the process industry. Graduate and undergraduate students in control engi-
neering will also find the book extrer:ely useful, since many practical details
are given which are usually omitted in books on con:rol engineering.

Of special interest are rhe simulation examples, illustrating the application
of various control techniques. The examples are available on a 5-1/4" floppy
disk and can be used by anyone who hes access 1o LOTUS 1-2-3.

Chapter 1 is the introduction; Chapters 2 through 6 deal with distributed
control system networks, computer system software, computer system selec-
tion, reliability and security, and batch and continuous control. Chapter 7
gives an introduction to advanced controi. Chapters 8 through 11 deal with
dead time compensation techniques and model identification. Chapters 12
through 14 discuss constraint control and design, and the adjustment and
application of simple process models and optimization. Chapter 15 gives a
thorough introduction to adaptive control, and the last two chapters deal with
state and parameter estimation.

This book is a valuable tool for everyone who realizes the importance of
advanced control in achieving improved plant performance. It will take the
reader from theory to practical implementation.
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CHAPTER 1

Introduction

Computers play an integral part in daily life. With the introduction of the
chip they now are within the reach of almost everyone. Computers are being
increasingly used in education, which has resulted in much greater familiarity
with concepts that were known only to computer specialists 15 years ago.
Nevertheless, much misconception exists regarding what a computer can do.
Many people think that computers can perform miracles, but efficient soft-
ware is needed for each specific task that has to be performed. There is aiso the
tendency to use a computer in the manner that a pocket calculator has been
used, that is: without knowing how it works you can still use it for many
purposes.

One of the problems in many companies today is that managers are not
always aware that computers for plant monitoring and control cannot be
compared to the IBM-PCs on their desks. The purposes of this book are to
illustrate that the introduction of computers in a plant requires much more
than the purchase of hardware and software and to introduce some basic
concepts that everyone who is involved in plant automation should know.

PRODUCTIVITY VS FLEXIBILITY

Computers are essential if one wants to achieve increased product quality
and production flexibility in order to remain competitive. The two key words
in today’s competitive environment are quality and flexibility. This is also true
for the chemical and petrochemical industry. Ten years ago operations were -
oriented toward production. High volumes were processed at relatively low
cost. Even though product quality was not always good, it was less important
than volume. Besides, customers did not have the equipment to analyze the
~ product they bought and depended entirely on data provided by the product
manufacturer for quality analysis. ’

However, more sensitive analytical equipment became available at lower
prices, enabling many customers to test the materials they purchase. Some-
times, by using statistical quality. control techniques, they can even determine

1



2 COMPUTER CONTROL IN THE PROCESS INDUSTRIES

if they buy material which has been blended with other material to meet
quality requirements.

The next decade will be characterized by decreased demand for products but
higher specifications for product quality. The chemical and petrochemical
process industry in particular will have to adjust to this situation by producing
a larger variety of products at lower volumes with increased quality. To
achieve these results effectively and economically, in-plant computers will be
necessary for monitoring and improved control.

PROBLEMS IN PLANT AUTOMATION

The introduction of a process computer into a plant for monitoring and
control can produce a number of problems. First, financial limitations have to
be overcome. Although personal computers are continually decreasing in
price, process computers are not. This is probably because they are different
from any other type of computer: they are tied to a real process and therefore
require extensive checking of hardware and software to make sure that the
right outputs are transmitted to the field. Although the hardware may become
less expensive, system software becomes more complicated in order to give
increased system functionality, and this largely offsets the reduced hardware
cost. For example, ten years ago process computers usually communicated
with a limited number of black and white consoles. Today’s systems support
multiple-color operator stations. '

The second problem is lack of knowledge. To control a process effectively
an in-depth understanding of the process is required. Although some technol-
ogy is reasonably well developed, e.g., olefins technology, there are many
chemical processes which are not well understood. Operators run the plant by

.experience, but the computer does not have this prior knowledge base. It is
important that what has to be controlled is well defined.

In order to develop a system that controls and monitors the plant, experi-
enced personnel who are capable of translating functional specifications for
process operation into computer software are required.

The computer system is usually so complicated that personnel are required
to maintain and improve the computer software, whereas other specialists
develop and maintain the software that runs the plant (application software).
Although system software comes with the computer, application software
needs to be developed because it is specific for each plant. This often requires a
large number of person-years, which is often underestimated. -

Another problem is that processes can change, Therefore, the resources
have to be available to modify the software in order to deal with the new
situation. In these cases, especially, one often finds that software that was
developed some time ago is poorly documented or not documented at all. This )



INTRODUCTION 3

can lead to a waste of many person-years, and a small change may require as
much time as the original design.

ORGANIZATIONAL CHANGE

The introduction of a computer system into a plant must be accompanied by
a change in organization. System and application engineers will become a
resident part of the plant operating personnel. The system and application
engineer supervisor will have a responsible task with a wide range of activities.
He must be a technical manager with enough knowledge to stimulate and
support the engineers. He will have to keep abreast of new technologies in
order to make sure that they can be used whenever the need arises.

On the other hand, he has to relate to process engineers, supervisors, and
managers in order to create a team environment in which his engineers can best
function. This is often not well understood. In many companies process engi-

neers list their desires for plant automation and expect the application engi-
" neers to do the job. Many process supervisors and managers do not under-
stand what is involved in using process computers and underestimate the effort
required to design and implement a control, monitoring, and optimization
package. Proper decisions can be made only in a team environment.

COST ESTIMATE

Recognizing that plant automation may produce some problems, it is logical
to list them all and attack them one by one. After the decisions have been made
on organizational change, technical support, and operations support, the com-
puter system requirements for control, monitoring, and information process-
ing should be defined. Once the needs are defined, one can ask for bids from
computer vendors. Chapter 6 provides assistance in computer selection.

It is important to realize that the purchase of a computer will generate a
number of other costs. An example of the distribution of costs for automation
of a chemical plant is given in Giles and Bulloch [1] and shown in Table 1.1.
Although these numbers will vary from plant to plant, they clearly indicate
that computer hardware and software are only a small portion of the total cost
of plant automation. A process computer makes plant automation more feasi-
ble than before, but often additional instruments, especially analytical instru-
ments, must be purchased and installed to fully utilize the increased capability.
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Table 1.1. Distribution of Costs for a Process Computer System

Cost

(%)

Computer hardware 13%
Process interface : 24%
Analytical instruments 11%
Software 18%
" Instrumentation engineering 8%
Application engineering 20%

MODERN COMPUTER SYSTEMS

Modern computer systems are characterized by distributed data processing. '
Figure 1.1 shows the structure of a local plant automation system. It may be
connected to a plantwide information and management system that collects
data from the various plants and stores it for further processing. The local
system can also be connected to local analytical instruments, which usually’
have their own microcomputer.

The computer system collects data from the plant and processes it for moni-
toring and control purposes. Signals are converted via D/A and A/D con-
verters, digital to analog, and analog to digital converters. ’

Usually two data channels are used for communication in order to increase
the total system reliability. As will be discussed in a later chapter, data channels
are the most critical part of modern computer systems.

There are a number of tasks for the computer system, as shown in Fig-
ure 1.2-[2]. Although these tasks will be dealt with in detail in a later chapter,
they will be briefly reviewed here.

Planning is the highest level of activity. At this level the distribution of raw
materials and products is controlled. The process plants have to be operated in
such a way that inventories are maintained. When there are many plants
involved, a complex problem is created, which is often solved off-line on a
mainframe computer. Thére is an increasing tendency, however, to perform
these activities on an on-line plant mariagement system, which is connected to
all process computers. .

The next level of activity is control of the mode of operation. This indicates
that during a certain period, certain products must be made out of certain raw.
materials. Each mode of operation can be improved by applying optimizatioh
of throughput, and so on. This activity can be done in the process control
computer; the optimization of large and complex plants is often performed by
a separate computer. The result of the optimization is the calculation of set-
points (desired values) for the lower level of control, e.g., impurities in distilla-
tion tower overhead and bottom compositions. : .

Next is the level where quality control takes place. A large part of this book



