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PREFACE

Opening Address by the Chairman of the Meeting

When I was a boy of 4 or 5 years, I used to play a strange play with my
small toy figures: Delegations arrived at a castle, servants bowed, the
leader, mostly a duke, bowed, and then they were led to the king in a
special walking sequence. Arriving there, the aristrocrats, in a strict
hierarchical order, bowed to the duke, until the king and the duke bowed to
each other.

What made me perform these rituals? Sure not my upbringing in a poor
family. As I see it now: While the world was in turmoil, my father
serving at the frontier, my mother and I seeking shelter, often several
times a day, during air-raids; in this - not only for a child -
unintelligible world, 1 constructed my own one, with laws I created and
with rituals I could understand.

The biennial European Meeting on Cybernetics and Systems Research, a
ritual? Convened for the first time in 1972 in Vienna and always - with
one exception - held in Vienna. Immediately after the meeting, a small
group of scientists and practitioners sitting down to prepare the next
meeting: Symposia titles are discussed, scientists are invited to chair
symposia, the Federal Ministry of Science and Research is asked to support
the meeting financially, and so on, all in all 118 items on my agenda 1ist.

On my shelves I can see the proceedings of all meetings: 2 volumes, bound
in white (now slightly yellow) card boards, published by Transcripta Books,
London; 11 volumes in different, beautiful colours published by Hemisphere
Publishing Company, Washington, D.C.; and 1 volume in green cloth binding,
from North-Holland Publishing Company, Amsterdam. The names in them: Some
scientists died in the meantime (e.g. Professor Margaret Mead, plenary
lecturer in our first meeting, Professor Boulanger, co-chairman of the
first meeting), but many scientists acting as speakers or even chairmen
through many or even all meetings. And the topics: Most of the symposia
about the same topics as in 1972, the only major change being the
introduction of an Artificial Intelligence symposium.

[ wonder whether these European Meetings have become a ritual, for us, when
preparing it, for you, when attending it. Do we use it to protect us from
a world in turmoil? Does it reflect the changes in the world during these
12 years? And do the papers we preserit mirror at least partially the
problems mankind is facing?

I have no answer. Please help us to decide how or if at all we shall
continue. Thank you.

ROBERT TRAPPL
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PGSSIBILISTIC INFORMATEON THEORYl

George J. Klir

Department of Systems Science
Thomas J. Watson School of Engineering, Applied Science, and Technology
State University of New York at Binghamton
Binghamton, New York 13901 U.S.A.

It is argued that a new measure of information, defined within the framework of
possibility theory, is a natural generalization of the Hartley information. In addi-
tion, this measure also possesses possibilistic counterparts of all properties of the
Shannon information. It is envisioned that a theory based on the possibilistic in-
formation, when properly developed, will be an important tool in dealing with systems
which involve uncertainty that is not statistical in nature.

It is well known that the amount of infor-
mation obtained by observing the actual outcome
of an experiment involving a finite set of al-
ternative outcomes {events, states, etc.), say
set X, can be measured by the uncertainty
associated with the prospective outcome before
the experiment [11,27,44]. A measure of un-
certainty, when adopted as a measure of infor-
mation, does not include semantic and pragmatic
aspects of information. As such, it is not
adequate for dealing with information in human
communication [17]. However, for dealing with
structural (syntactic) aspects of systems, such
a measure is not only adequate but even desir-
able [3-8,10,31). 1In fact, it can be directly
used for measuring the degree of constraint
among variables of interest, representing thus
a powerful tool for dealing with systems
problems such as systems modelling, analysis,
or design [12-15,19-21,25,39].

The first measure of information was de-
rived by Hartley in 1928 [32]. Requir}ng that

(i) the amount of information be propor-
tional to the number of possible out-
comes under consideration, and

(ii) whenever the numbers of selections
from two sets of possiblé cutcomes are
such that the number of possible se-
quences of outcomes is tEe same for
both of them, then the amount of in-
formation be also the same for both,

Hartley showed that the amount of information
I(n) necessary to characterize an outcome of a
finite set with n outcomes must have the form

I{n) = K logbn, [@))
where K>0 and b>1 are arbitrary constants,
which determine the size of the unit of infor-
mation. Usually, the information is measured

in bits and, then,

I(n) = logmn. v (2

The measure 1(n). referred to as the
Hartley information, was further studied by
Renyi [41]. He proved that (1) is the only
class of functions that satisfy the following
two requirements (axioms):

(I1) I(nxm) = I(n)+I(m)} for n,m=1,2,...;
(I12) I(n)<I(n+l).

According to requirement (I1) (additivity),
if a set with nxm outcomes can be partiticned
into n subsets, each with m outcomes, then we
should be able to proceed in two steps to
characterize a particular outcome of the full
set. First, we determine that subset to which
the outcome in question belongs; the required
amount of information is I(n). Next we
characterize the cutcome within the determined
subset; the required amount of information is
now I{m). The two amounts of information com-
pletely characterize the outcome of concern.

According to requirement (I2) (mono-
tonicity), the larger the set, the more infor-
mation it represents.

When an appropriate normalization re-
quirement

(13) 1(2) = 1

is added to the requirement (I1) and (I2), the
unique function (2) is implied.

In 1948, ... «.lt2rnative measure of infor-
mation based on uncertainty was formulated by
Shannon in terms of probability theory [42].
The measure, usually referred to as Shannon
information (or Shannon entropy), is expressed
by the function .

H(f(x) |xeX) = - f(x)log,f(x), (3)
xeX
where f(x) denotes probabilities of outcomes x
in a finite set X. It is well known that (3)
is the only function that satisfies the follow-
ing requirements, generally accepted as

3650113




4 . G.J. Klir

necessary for every meaningful measure of un-
certainty (or information) defined within the
framework of probability theory (except for the
normalization requirement by which the unit of
information is defined):

(H1) Ezgﬁgszx:-uncertainty is invariant

with respect to permutations of pro-
babilities; ’

(H2) expansibility--when outcomes with zero
probabilities are added to the con- °
sidered set of outcomes, the un-
certainty does not change;

{(H3) subadditivity--the uncertainty of a
joint probability distribution is not
greater than the sum of the uncet-
tainties of the corresponding marginal
probability distributions;

(H4) additivity--for probability distribu-
tions of any two independent sets of
outcomes, the uncertainty of the joint
probability distribution is equal to
the sum of the uncertainties of the
individual probability distributions;

(HS) continuity--uncertainty is a conti-
nuous function in all its arguments.
(H5) normalization~-H(0.5,0.5) = 1.

Shannon measure of information was consi-
dered for many years as the only feasible base
for developing information theory. Although it
was originally introduced for the purpose of
analyzing and designing telecommunication sys-
tems, it became later obvious that its
significance and applicability reaches far by-
yond this original purpose. Its important role
in measurement, prediction, retrodiction, de-
duction, induction, pattern recognition, and
other scientific procedures was recognized by
Brillouin {11], Watanabe [45]), Jaynes [36,37],
and others [9,18,30,36,40];its role as a fun-
damental and general tool for investigating and
designing systems of a universal nature was
first demonstrated by Ashby [3-7] and later by
Conant [19-23] as well as others [12-15,25,39].

Notwithstanding the significance and
success of the current information theory based
on the Shannon entropy, it is bgcoming in-
creasingly clear that the probabilistic frame-
work within which the theory is developed is
ill-suited for many applications that have come
to fore in recent years. In particular, it is
ill-suited for dealing with problems that were
characterized by Warren Weaver as problems of
organized complexity [46]. As relationships in
society become more complex, due to advances in
modern technology, the significance of this
range of problems increases. At the same time,
technology provides us with a new tool--the
computer--by which we can meaningfully enter
into this neglected area, The reason why

traditional methods are inadequate to handle
this level of complexity in systems is that
these systems are rich in factors that canmot
easily be justified as negligible, but, on the
other hand, they are not sufficiently complex
and random to yield meaningful statistical
averages. Thus, they are not susceptible to
either of the two simplification strategies,
exemplified by Newtonian Mechanics and
Statistical Mechanics, invented by science.

When the complexity of an organized system
increases, the ability to make precise and yet
relevant statements about its behavior dimin-
ishes. One way of dealing with complex sys-
tems that possess the characteristics of
organized cemplexity, perhaps the most signifi-
cant one, is to allow imprecision in describ-
ing properly aggregated data. Here, the im-
precision is not of a statistical nature, but
rather of a more general modality, even though
it may include imprecise’ statistical descrip-
tions as well. The mathematical apparatus for-
this new modality, which is recognized und->r
the name '"theory of fuzzy sets,' has been
under development since the mid-1960's [24,27].
For reasons mentioned previously in the comn-
text of probability theory, it is desirable to
develop an adequate information theory within
this new framework. Although the amount of
information should still be measured by the
amount of uncertainty associated with a given
situation, the uncertainty is now of a differ-
ent nature within the new framework of fuzzy
set theory, '

One significant area of fuzzy set theory
is a theory of possibility. 1Its functions were
formulated by Zadeh in 1978 ([48]. He intro-
duced the concept of a possibility distribution
and possibility measure, the latter being a
special case of the concept of fuzzy measure
proposed by Sugeno [43]. '

A possibility measure defined on a finite
set X is a function

m: P(X)~[0,1]

that is uniquely determined by a possibility
distribution function . -

f: Xx+[0,1]
via the formula

m(A) = max £(x),
xeA

where A < X, A possibility distribution
£ = (£(x)IxeX)

is called a normalized possibility distribution
if and only if

max f(x) = 1,
xeX .



Possibilistic Information Theory

To develop an alternative information
theory, based on possibility thedry rather than
probability theory, a new conception of infor-
mation must be used; it may conveniently be re-
ferred to as possibilistic information. In
analogy with it$ probabilistic counterpart,
possibilistic information should be defined in
terms of the underlying notlon of possibilistic
uncertainty.

A measure of uncertainty for possibility
theory was discovered jointly by Higashi and
Klir in 1982; it$ derivation and basic proper-
ties are described in a recent paper [33]. 1In
order to define this measure, the follewing two
concepts for possibility distributions must be
first introduced:

1. Por each possibility distribution
£ = (£(x) | xeX)

defined on a finite set X and for each 2¢[0,1],
let

e FXX[0,1]+P(X),

where F, denotes the set of all possibility

distributions on X and let ¢ be a function such
that

c(f,2) = {nglf(x)zz};

This function is called anAE-cnt function and
the set is called an &-cut of f

2. Let £ = (£(x)Ix<X) be a possibility
dxstributlon on x Then, S ‘

L = {f.l‘(axex) (£(x)=2 or 2=0)}

is called a'level,set of £. Let
£ {9. !.,.,ft}

denote the level of £, 21 =0, r= {Lfli, and

i<j implies zi<zj.2 For convenience, 1et

zf » max f(x).
= xeX

Clearly, &, = & ‘Lf

The measure of possibilistic uncertalnty
(and information), referred to as the U -un-
certainty, is a function

U: F+[0,],
where F is the set of all possibility distribu-
tions defined on finite sets except the dis-
tributions (0,0,...,0), such that

T

U = Il;

f zk 1BOes e (.0, )1, (1)

or, using a different notation, ~
1 l
u(f) = I; 0g2|C(f 2)|dx. (2)

The distribution (0,0,...,0) is excluded since
it is not meaningful to consider a set of al-
ternatives none of which is possible.

The U-uncertainty, in agreement with the
Shannon entropy, possesses the possibilistic
counterparts of all the properties required
for a measure of uncertainty: symmetry, ex-
pansibility, subadditivity, additivity,
continuity, and normalization. The proof for
this can be found in the mentioned paper [33].
In addition, U-uncertainty has an important
property of monotonicity: if two possibility
distributions fa and fz defined on the same
set X are such that flsfz (i.e., fl(x)sfa(x)

for all xeX) and

max fl(x) = max f (x),
xeX

then U(£,)<U(£,).

It is significant that the possibilistic
information based on the U-uncertainty is a
natural generalization of the Hartley infor-
mation. This is not true for the Shannon
information, which does not satisfy the

‘monotonicity of the Hartley information.

The U-uncertainty can be viewed as the
mean of uncertainties for all 2-cuts associa-
ted with the respective level set (each ex-

pressed by the Hartley measure), weighted by

differences in the levels. It s obv1ous that
formula (1) can be rewtitten as

e = I;[£r1°§2IC(f.ir)l

-1 lecg,2, )1 (%
+ k§1 zr_klogz

le(f, zr kvl)'

The first term in (3) represents the Hartley
information associated with the set of out-
comes that have the highest possibility degree
lr-lf(Lr-l if the possibility distribution in-

volved is normalized); each of the remaining
terms represents the Hartley information
associated with the set of outcomes whose
possibility degree is lr_k(k=l,2,.;.,r-1),

weighted by the ratio_oflkr_k«‘to'lr (or by the
value lr-k fh the normalized case).

To reconcile the Hartley information
(which is not, continuous) with the Shannon

information (which is nét monotonic), the
former has frequently been given one of two

. probabilistic interpretations. In one, it is
‘viewed as a special case of the Shannon




