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This book is an introduction to assembly language programming and computer archi-
tecture done in the context of two computer architectures: SIMPLE and Digital’s
PDP-11. Memory organization, registers, instruction sets, addressing modes, /O sys-
tems, interrupt structures, and bus communication are some of the major topics
covered. In addition to these hardware concepts, software concepts such as subrou-
tine linking, parameter passing, conditional branching, macros, floating point arith-
metic, recursion, and modular program design are important topics in this book. In
short, this is a text for CS-3, the third course of ACM’s Curriculum ’78. CS-1 and
CS-2 are courses in programming and algorithms in the context of high level
languages and should be considered prerequisites for a course based on this text.

Program execution, input, output, and termination require the assistance of the
host operating system. The method by which this assistance is obtained is illustrated
for two operating systems used on PDP-11 computers: UNIX and RT-11 (and the
RT-11 emulation within RSTS/E). This assistance is requested by means of system
calls, which function similarly in every operating system, but differ in syntax. There-
fore, this text can be used profitably with any operating system running on the PDP-
11 that supports MACRO-11; one need only consult software manuals or local wis-
dom about the form of the system calls once it is known what assistance is needed.
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PLAN FOR THE TEXT

Chapters 1 through 8 make up the core of the book, and it should be possible to cover
them in depth in a one-semester course and still have time to survey the material in
the rest of the text. Chapters 9 through 11 cover more advanced material such as
floating point arithmetic, recursion, bus communication, virtual computers, and an
overview of CISC versus RISC. Some of these topics are not normally part of an
introductory assembly language course—they are included for the sake of the curious
and to provide a reference for future studies. Chapter 12 is meant to prepare students
for the term programs of Chapter 13 by leading them through the step-by-step design
and coding of a 500-line MACRO-11 program—a SIMPLE emulator for Chapter 1.

Chapter 1 introduces many machine and assembly language concepts by means
of a simulated decimal computer that we call SIMPLE. Its 1950s architecture and its
ability to function with no supporting software (editors, assemblers) enables students
to begin programming almost immediately. Of course, to get the full benefit of this
chapter, students should execute their programs on a SIMPLE machine. A SIMPLE
emulator written in MACRO-11 is developed in Chapter 12 and listed in Appendix G.
Other emulators written in C and Pascal are available from the author. Advanced stu-
dents or those wishing to learn MACRO-11 sooner may skip Chapter 1 and refer to it
only as needed. SIMPLE is a source of an occasional exercise throughout the book,
the most notable being a cross assembler outlined in Chapter 13.

Chapter 2 covers data representation, with particular attention paid to changing
the representation of integers from one base to another. Chapter 3 introduces the
MACRO-11 assembly language in the context of writing and reading character data
to and from the user’s terminal. This is done almost entirely with high-level language
concepts such as assembler directives and programmed requests or system calls.
Chapter 4 introduces the PDP-11 architecture by explaining 16 instructions and four
addressing modes, as well as the PDP-11°s register and memory organization.
Chapter 5 explains the system stack and its use in subroutine linking, as well as seven
more instructions. Chapter 6 completes the explanation of the basic PDP-11 architec-
ture by covering the four remaining addressing modes, the details of conditional
branching, the logical instructions, and the shift/rotate instructions. In addition,
Chapter 6 illustrates subroutine communication utilizing addressing modes 3, 5, 6,
and 7. Chapter 7 explains macro definition, reference, and expansion with several
examples of macros to permit programming at higher levels of abstraction. Chapter 8
explains traps and interrupts, and contains examples of code to decode traps and
respond to I/O interrupts.
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Chapter 9 explains floating-point number formats and the floating-point instruc-
tion set, as well as recursion in the assembly language setting. Chapter 10 explains
how communication takes place on two computer buses: a hypothetical MINIBUS
and Digital’s UNIBUS. Normally this topic is not part of CS-3, but it is covered
because the UNIBUS and Q-bus have played such a major role in the evolution of the
PDP-11, and the cost in terms of bus time for instruction and operand fetch is such a
large part of instruction execution time. In addition, memory mapping and context
switching is covered. This chapter contains a fair amount of detailed material that the
author surveys in one or two lectures. Chapter 10 provides a good lead into Chapter
11, since it exposes the subterfuge of operations carried out in memory such as
“ADD A, B’’. Chapter 11 looks at zero- and three-address instruction formats, and
virtual computers built with microcode, and compares complex instruction set com-
puters (CISC) with reduced instruction set computers (RISC).

Chapter 12 and 13 go together. Chapter 12 explains a program design metho-
dology directed towards making the term programs of Chapter 13 more enjoyable by
reducing frustration and increasing the probability of success. This incremental
design methodology is illustrated by building a SIMPLE emulator in MACRO-11.
This chapter also illustrates several programming techniques not covered elsewhere
in the text: file access, jump tables, and the catching of keyboard interrupts. Chapter
13 contains detailed outlines for five term programs that require 300 to 600 lines of
code to complete. Students at this stage in their computer science studies need
experience in managing software projects—these programs are meant to give them
this experience. The author allows two students to work together on a program; this
usually improves the result and makes the project more fun, as well as providing
experience with team programming,

The 95 pages of appendices are meant to make the text as self-contained as
possible by listing all instructions, programmed requests/system calls, directives, and
error codes in systematic fashion for ease of reference. A Glossary and Index provide
additional aid to the students.

In addition to being a book about bits and bytes and the role they play in com-
puting, this text emphasizes structured programming. Like all assembly languages,
MACRO-11’s primary control structure is the conditional branch (GOTO). However,
by using the abstractions provided by subroutines, macros, and defined constants, one
can write modular programs. If these modules are well commented and have narrow
and well-defined interfaces with each other and cause no side effects, then the result-
ing program should be understandable and hence maintainable. This captures the

essence of structured programming much better than the simple avoidance of
GOTO:s.
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A word about the exercises. The best way to deepen and verify understanding
of the concepts presented is to do the exercises. Exercises that involve the writing of
code are either a complete program or a subroutine, and thus can be tested by execu-
tion. There are no "dry labs." For many of us, mastery of computer science, like
writing and mathematics, requires active participation—it is not a spectator sport.
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1.1. FUNDAMENTAL COMPUTER CONCEPTS

We begin our study of computer organization and assembly language programming
by introducing basic machine and assembly language concepts. We do this with a
simulated decimal computer that, for want of a better name, we call SIMPLE. SIM-
PLE allows us to avoid the complexities of present-day computers, provides a
friendly environment in which to work, and enables us to introduce many fundamen-
tal hardware and software concepts much earlier than would otherwise be possible.
In this chapter we introduce and define these terms:

accumulator effective address mnemonic code
address indexing program counter
assembly language input/output register

memory cell loop self modifying code
central processing unit  machine language  stored program concept
conditional branching  memory word

Before describing SIMPLE, we introduce some general concepts about com-
puter organization at the machine language level with examples from everyday life.
All computers have four fundamental components:
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Central Processing Unit (CPU)
Memory

Input Device

Output Device

gOooo

These components can even be identified in an inexpensive hand calculator
with memory: The calculator’s display is the output device; the keys are the input
device; the memory is accessed with the STOR, M+, M-, keys; and the CPU is the
device that performs the arithmetic computations. However, such a calculator is not a
computer if it is not programmable; it can perform only the arithmetic and mathemati-
cal functions listed on its keyboard.

On the other hand, a computer is a very general purpose symbol manipulator
with the capability of solving any problem whose solution can be expressed in terms
of elementary operations and conditional branching (within the limitations of its
memory and its speed). Therefore, the concept of a program—a list of instructions
that direct its operation—is fundamental to the concept of a computer. A more accu-
rate model of the computer concept is shown in Figure 1.1. Here we have a person
seated at a desk solving problems using manuals and a calculator. An unlimited sup-
ply of scratch paper is available and the pencil has an eraser that never wears out.
The person and the calculator form the CPU of this computer; the paper and manuals,
the memory; and the in and out boxes, the input and output devices, respectively.
Note that our model gives no credit to the human memory.

This model also illustrates that the central processing unit, or CPU, may be
separated into two subcomponents: the control unit and the arithmetic unit. The
control unit is the person; he or she reads instructions from the input box, consults
manuals, performs calculations using the calculator, and makes decisions regarding
what to do next. In other words, the person directs the flow of the calculations based
on the program. The program, or list of instructions, was provided to the control unit
through the input box, and parts of it may also be in manuals.

The arithmetic unit is the four function calculator. It is sometimes called an
arithmetic logic unit, or ALU. In this unit data is transformed by various, but trivial,
operations. The CPU is capable of only the simplest operations: performing the four
arithmetic operations, performing the logical operations of and, or, and not; shifting
numbers left or right; making simple comparisons—things that most grade-school

pupils can do without hesitation.! The arithmetic unit cannot, as a single operation,

! Some ALUs can only add and subtract.
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Figure 1.1
A realization of a computer having both organic and electronic components




