. Julij A. Dubinskij

Department of Applied~MathemaFics,
Moscow Power Engineering Institute, U.S.S.R.

Sobolev Spéces
of Infinite Order
and Differential Equations




Julij A. Dubinskij

. Department of Applied Mathematics,
Moscow Power Engineering Institute, U.S.S.R.

Sobolev Spaces
of nfinite Order
and Differential Equations

D. REIDEL PUBLISHING COMPANY

A MEMBER OF THE KLUWER ACADEMIC PUBLISHERS GROUP %ﬁ

DORDRECHT / BOSTON / LANCASTER / TOKYO

£



Library of Congress Cataloging-in-Publication Data GE

Dubinskii, IU. A.
Sobolev spaces of infinite order and differential equationmns.
(Mathematics and its applications. East European series)
Bibliography: p. )
Includes index.
i. Sobolev spaces. 2. Differential equations.

I. Title. II. Series: Mathematics and its applications

{D. Reidel Publishing Company). East European series.
QA323.D8 1986 $15.7*'3 85-24484

ISBN 90-277-2147-5

Distributors for the Socialist Coumtries
BSB B. G. Teubner Verlagsgesellschaft, Leipzig, G.D.R.

Distributor§ for the U.S.A. and Canads
Kluwer Academic Publishers, )
190 01d Derby Street, Hingham, MA 02043, U.S.A.

Distributors for all remaining countries
Kluwer Academic Publishers Group,
P.O. Box 322, 3300 AH Dordrecht, Holland.

Published by BSBB. G. Teubner Verlagsgesellschaft, Leipzig, G.D.R.
in co-edition with
.D. Reidel Publishing Company, Berdrecht, Holland.

All rights reserved

Copyright ©1986 by BSB B. G. Teubner Verlagsgesellschaft,

Leipzig, G.D.R.

No part of the material protected by this copyright notice may be
reproduced or utilized in any form cr by any means, electronic or
mechanical, including photocopying, recording or by any information
storage and retrieval system, without written permission from the
copyright owner.

Printed in the German Democratic Republic



Sobolev Spaces of Infinite Order and Differential Equations



Mathematics and It$ Applications (East European Series)

Managing Editor:

M. HAZEWINKEL

Centre for Mathematics ans Computer Science,
Amsterdam, The Netherlands

Editorial Board:

A. BIALYNICKI—BIRULA; Institute of Mathematics PKIN, Warsaw, Poland

H. KURKE, Mathematics Institute, Humboldt University, Berlin

J. KURZWEIL, Mathematics Institute, Academy of Sciences, Prague,
Czechoslovakia

L. LEINDLER, Bolyai Institute, Szeged, Hungary

L. LOVASZ, Bolyai Institute, Szeged, Hungary

D. S. MITRINOVIf, University of Belgrade, Yugoslavia

S. ROLEWICZ, Polish Academy of Sciences, Warsaw, Poland

BL. H. SENDOV, Bulgarian Academy of Sciences, Sofia, Bulgaria

I. T. TODOROV, Academy of Sciences, Sofia, Bulgaria

H. TRIEBEL, Universitit Jena, D.D.R.

N



EDITOR'S PREFACE

Approsch your problesss from the right cad Bt ina’t that hey can't sor the acletion. Tt i
and begin with the answers. Thea one day. that dhey cant scc the poblem.
perhaps you will find the final question.

“GK. Chesterson. The Sowidal of Father
“The Hormit Clad in Crane Festhay” in R Brwen “The point of = Fin.
vam Guli’s The Chinese Maze Marders

mmummw.mawm

specialized topics. However, the “troe” of kmowlodge of
Mﬂmﬂthm”d’b’mhﬁmmn
&m_ndhnuuh-ﬂsﬁmw»uw
disparate are suddenly seea to be related.

Further, the kind and level of sophistication of mathematics applied im various
sciences has changed drastically in rocent years: meamire ‘thoory is wsed (non-
trivially) im regional and theorctical cconomics; algebraic geometry interacts with
physics; the Minkowsky lesuma, coding theory and the structure of water meet one
another in packing and covering theory; quantwm ficlds, crystal defects and
sathesmatical programeming profit from homotopy theory; Lic algehras are relevant
wwMMMmemhmMm
addition to this there are such ncw emerging swbdisciplines as “cxperimicntal
mathematics”, “CFD”, “completely intcgrable systems®, “chacs, syncrgetics andd
large-scale order”, which are almost impossible to fit into the cxisting classification
schemes. They draw upon widely differcat scctions of mathematics. This pro-
gramme, Mathematics and Its Applications, is devoted 0 mew emerging
(sub)disciplines and to such (new) interrelations as cxempla gratia: )
-amﬁwmwpmmmnmmm

and/or scientific specialized areas;
-mmdmmwﬂmﬁmmmdmm

into another;
mmummmmdmmamm
and have had on the development of another.

The Mathematics and Its Applications progranune trics to make available a carcful
selection of books which fit the philosophy ontlined above. With such books, which
are stimulating rather than definitive, intriguing rather than encyclopaedic, we hope
to contribute something towards better comenunication among the practitioners in
diversified ficlds.

Because of the wealth of scholarly research being undertaken in the Soviet
Union, Eastern Europe, and Japan, it was decided 10 devote special atteation to the
work cmanating from these particolar regions. Thus it was decided to start throe
regional scrics under the umbrella of the main MIA programme.



Thege are good reasons to believe that in the future, looking back, the 20-th cen-
tury will be regarded as the age of functional analysis or, more generally the period
in which various stings were taken out of infinity. Thus we have, by and large,
learned now to live with infinite dimensional (function) spaces and operators and
functionals on them. There are however other finiteness aspects which should prob-
ably be removed both in view of applications and for greater power and elegance of
theory. One such is that it is (historically) customary to restrict attention to
differential operators of finite order. In this book, differential operators of infinite
order are considered and the Sobolev space theory needed 1o live with them is
developed and applied. It is probably unnecessary to argue that differential opera-
tors are important and occur naturally in many places. There is an increasing alge-
braic and formal manipulation aspect to analysis at the moment, and in my per-
sonal opinion co-order differential operators will among others play an important
role in putting formal algebraic arguments with differential operators (and . their
inverses) on a sound footing.

The ble effecti of math As long as algebra and ge Y P ded
ics in science ... : along scparate paths, their advance was slow
and their applications limited.
Eugene Wigner But when these sciences joined company
they drew from each other fresh vitality and
Well, if you kanow of 8 better ‘ole, go to it. thenceforward marched on at a rapid pace
) towards perfection.
. Bruce Bairnsfather ) '
Joseph Louis Lagrange.
Whnisnowprovedwasohe;onlyim-
gined. )
William Blake
Bussum, July 1985 Michiel Hazewinkel
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To my father -
a schoolteacher
of mathematics

PREFACE

The present book is devoted to the study of boundary value prob-
lems of infinite order and the corresponding functional spaces.
Despite the fact that the first results in this direction were
obtained 10 years ago (see Bibl.), one can now suggest rather
good foundations (of course, in our opinion) for the theory of
both topics mentioned above.

Before each Chapter there is an introduction, so we do not describe
here the contents in detail, but give only their general character.
From this point of view the material of our book may be divided
into two main parts:

1) the theory of boundary value problems of infinité order itself
(Ch. II, III, VI);

2) the theory of Sobolev spaces of infinite order W“ﬂ;u,pa} which
are the "energy" spaces of the corresponding problems (Ch. I,
IIT - V).

Two theories are of primary importance in the development of the
questions described in this book: the theory of nonlinear boundary
value problems of finite order and the theory of classical Sobolev

m
spaces W .
paces W,

As is known, at present these two theories are essentially two

sides of one theory of differential equations of finite order in

the corresponding functional spaces. This is also true for the
differential equations of infinite order. Moreover, in this case

the connection between the boundary value problems and their func- .
tional spaces is deeper, since the existence (nontriviality) of
energy spaces Ww{aa,paJ itself is, essentially, equivalent to the



correctness of the corresponding boundary value problems. In this
connection we start with the study of the question of noatrivi-
ality of the necessary spaces. The settlement of this question of
nontriviality allows for the investigation of not only the corre-
sponding ‘boundary value problems, but also s series of related
functional problems: imbedding theory of I"{au,p}, trace theory
of functions u(x)e g 2,:Pas ;eo-etrie:l characteristics of these
spaces etc., all of which are of independent interest.

Thc'preselt book includes, ir particular, the systematic conside-
ration of these questions.

Moscow Energy Ilosctjnt
Institute 1984
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CHAPTER 1

NONTRIVIALITY OF SOBOLEV SPA@ES OF INFINITE ORDER

Introduction

In this Chaptér we introduce some functional spaces '”D{‘a'ﬂu} the
"metric" of which is determined by the series . -

00 - pa
o(u) = Iozz:o a, |D ulra<°°'

where a, £ 0, p, ¥ 1, Ty 2 1 are arbitrary sequences ‘of numbers;
I-1; is the norm in Lebesgue space L .

We call such spaces the Sobolev spaces of infinite order. Infinite.
1y differentiable functions u(x): G + ¢! (GcRM) are the elements
of these spaces; moreover, the functions u(x) may satisfy some
boundary conditionms.

In contrast with the finite order Sobolev spaces, the very first’
quéstion, which arises in the study of the spaces H“Tau,pa}. is
the question of their nontriviality (or nonemptiness), i. e. the
' question of the existence of a function u(x) such that q(u)(ao

It turns out that the answer of this question depends not only am
the given parameters ay, D Of the space H°1§“,p,], but alsc om
the region G (the domain of definition of the functions

u(x) € W"{qu,pa}), boundary values of the functions u(x) etc.

In §§ 1 - 3 we give necessary and sufficient conditions for nom-
triviality of Sobolev spaces of infinite order in three of the most
commonly encountered cases in analysis: a bounded region G C R‘,
full Euclidean space R® and the torus T" = stx...xs!, where s! is
the unit circle. In § 4 the case of the strip is considered. '

In the case of a boupded region G cR™ the question of nontriviality
of ﬁ“{gu,pu} turns out to be closely related to the classical theo-
ry of Hadamard's quasianalytic classes C{MN}. Namely, the space
i“Qau,pa is nontrivial precisely when a certain sequence MN > 0,
which is uniquely defined by the numbers a, and py for |x| = N,
'generates a one-dimensional non-quasianalytic class C{MN .

in the cases of the torus and full Euclidean space R" the nontri-
viality-of the space w”{qx,pa} is connected with the charagteristic.
function of this space

1



o
P,
) = z u ul - ( ew-y .'

123 Ki=o 2§ &= &y &)
It is very simple ‘to formulate the criterion of nontriviality of
l”{n_,p,} in the case of a bounded sequence p, and, in particular,
in the Banach case p, = p. Namely, if py £ const, then W h pJ(T )
is nontrivial if and only if the function

[ -]
= =, ",
2 ialzo o e

is an entire function.

Under the same conditions the nontriviality of the space

I"{qz.pcl (ll“) of functions u(x): R? » tl is equivalent to the ama-
Iyticity of the function a(z) in a neighbourhood of zero.

In the case of the strip G = [o,a]xl the criterion for nomtri-
viality of the space l(“'{au,p“} is, roughly speaklng. a combination
of the criterion for nomtriviality of the space #* on the interval
(?,a) and the criterion for nontriviality of the space ¥ in the
full Euclidean space. :

§ 1. Criterion for momtriviality of the spaces l"&.,hhn the
case of a bounded domain

Let G cR® be a bounded domain and let I’ be the boundary of this
domain. Let us denote the space of infinitely differentiable func-
tiors u(x): 6 - ¢! such that ll"’lr- =0, jw|] = 0,%,..., by C"(G).

(Here w = (wl""'“n)’ w; e N, 1% %n; 0®is the st-ndlrd no-
tation
aIu.v‘l
p™ = . w ’ kol = w0y $...7wy;
”x, ...axn

in the same way D%, DI etc.). In other words
€y (©) = {u(x)e c’(c):_f p":,',. =0, jw] = o,1....} .

One can suppose that u(x) = O for x € G. We shall refer to such a
function as a finite function.

Let us consider the. following functional space

12



i"{.u,,,a} - {u_(x)eC:(G): eu) = mzo o.nf‘q::<u s
where 8, # 0, p, £ 1, 15 £ 1 are arbitrary sequences of numbers;
ll isthenorli:l.(G).)

It is clear that the question of nontriviality of I“{au.p“} lrises
if among the mmbers a, 2 0 there are infinitely many greater than
zero.

Definition 1.1. The space "{l.,p“} is called nontrivxal if it
contains at least one function which mot ideatically equal to zero,
i. e. there isa function u(x) € C(G) such that g(uv) <o .

Before for-uhtin. & nontriviality criterion let us introduce the: -
following mumber sequence. Namely, let My, N = 0,1,..., be the
solution of the equation -

a -1 (1.1)
o |

~ r
with My = +wif a, = O for sll |xl = N. (Obvicusly, the relatioms
(1.1) define the numbers M, wmiquely.)

Theorem 1.1. The space i’{l“.p‘} is nontrivial if and only if the
sequence lll( N=0,,..., defines & m-qu:sxmlytxc Hadl-ard'
clus of ome real varisble.

‘Remark. Let us reeall the definition of Hadamard's class C[lt"},
where My, ¥ 0,1,..., is a3 sumber sequence. Namely,

cfmy} - {u(xjec“(Q.b): bl £ o8y, xe(s,b), N- o.r....}.

where K > O is a constant, depending (in general) on the function
u(x). The class C{lﬂl is calléd quasianalytic when the following
condition is valid: -

Caf um ecfig), v ecfu} ana thax) - Mvixy, Ke0,1,..,

(x € (a,b) is a fixed point), them u(x) = v(x)} for all xe(l,b).
Othenuse the class C{HN] is called non-quasiaralytic.

l)As one can see below, the values r, are immaterial in the
question of momtriviality. In view cof this fact we dor't use
Ty iu the notstion.

13



The various algebraic conditions (criteria) of non-quasianalyti-
city are well known (see, for example, §. MANDELBROJT [17). One of
them - the Mandelbrojt- Bang criterion - will be used for the proof
of our theorem.

Proof of the Theorem 1.1. To prove the necessity of our conditions
it is obviously enough to prove that if the sequence MN defines a

- quasianalytic Hadamard's class C{MN} and u(x) € W {a“, n&, then
. (.4
- u{x) = 0. Indeed, u(x)e W”{qu,pa} implies u(x) e CO(G) and, conse-

quently,.for any « and § = (tl""’fn) one has the inequality
R GIER L PR |b“u|r“, (1.2)
where ﬁ(f) is the Fourier transform of u(x) and K > O is a con-

stant, depending’only on the measure of G.
Let ¢ =76, where the vector 8= (8;,...,8,), lej| 21,183 8n,
is fixed and ne€ R is arbitrary. Then, using (1.2), we obtain the
inequality .

i N jE@e) £ KIpTul, . lal= N
Since the natural number N is arbitrary and the function u(x) is
finite, we obtain that for any N & 2

( + D A £ ki), L dal= N,
where K > 0 is a constant.1)

Thus,

)
au[ﬂ « g2y N z[u(‘qG)] K ‘] aalDau|r:.

loc| =N o|=N

Since u(x) € ﬁw%h,p“}, one can suppose (without less of generali-
ty) that

o 1 Px ¢
2 a0l
x

|ci=N

and, consequently, taking into account the definition of sequence
MN' N = 0,1,..., we shall have the inequalities

(0 + gV 2TeEe) | f My, N =2, 3,

.‘)Here and below all constants the values of which are non-

principal will be denoted by one letter K.

14



The latter inequalities mean that

<

[DN-2v(y)| & xM,, N = 2,3,...,

Nl
.where the function v(y), yelll, is the inverse Fourier transform
of U(n6) with respect to variable 7e r'. .

These inequalities imply that the function v(y) belongs to the
Hadamard class C{Mmz} which by assumption (together with C[)(N})

is qunsianalyuc. On the other hand, from the Paley-Wiener theorem
the function v(y)e€ C°°(R ); consequently, v(y) = O. Thus for any
line ¢ =%, where 6~ (81,-..,8,), 8; & 1, we obtain that H(f) =0,
i. e. u(g) e 0 for all te R, 1t follows that u(x) 8 0 in G. The
necessity is proved.

Sufficiency. The known lemma on functions with compact support of
one real variable plays a fundamental part in this proof (cf. S.

MANDELBROJT /17, Ch. IV, Theorem 4.1.1IV).

Lemma 1.1. Let Ho ™ 1, By > O(N=1,2,...) be a nunbor'sequence
satisfying the condition

Ppt P+ .. <5 a>o0. ; (1.3
Then there exists a function v(t)e q:(;a,a), tsR’. such that:

1. v(0) = 1, dNv(-a) -'DN;(a) =0, N=0,1,...;

2. for any te€ (-a,a)

DY ()] & (popyeepp™ls N = 0,1, (1.4

Proof of lemma. We choose the coﬁtinuous function vo(t) satisfying
the following conditions: ’

1. 05 v (t) §1, te(-a,a);

2. vy(t) = 1, if te(-a/3,8/3); i

3. vs(t) = O, if te(-a,-2¢/3) and te (2a/3,a).

iBesides let v (t) be an even function.

Purther we define the sequence of functions v (t) by -the followln;
recursion formula

o . - 15
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tpg
v =5 [ v imar, m=1,2
) Zp- T n-1 ’ sheces
tn
In view of condition (1.3) these functions are finite on the inter-
val (-3,2). It is also clear that the functions v-(t), me 1,2,.c.0y
are even and differentiable at least up to order r.

Let us prove that the sequence v-(t) (strictly speaking a sub-
sequence) converges to a function v(t)e c;' (-a,a) ‘as m 0. To

establish this fact we shall prove first the following inequality
max 1D (O] E (pgiy---#) s m = 0,1,.. 1.5
telos.a) a Polly---Hy ' n=0,1,... (1.5)

In fact, for m = O the inequality (1.5) is evideat. Further, for
n % n we have :

v (t) - 1;—-‘[n‘“‘v__,(:+h') -0 (g ) (1.6)

In particular (n = m), we obtain tht

. p®v s 1 1o=? .
te::,a)i ‘(t)l Pa ts?f:,-) "“(t)l

-

Thus, the inequality (1:.5) is valid if this inequality is valid
for m-1 too. So the inequality (1.5) is valid for all m. -~

Let n # -1 be arbitrary now. In this case, using the imequality
(1.6), we obtain that for any point te(-a,a) there exist points
tys-eesly py 0 that

PPy (1) = D (ty) = ... = P, (g, )

|

Consequently, from this and inequality (1.5) we have

max {p% (0)| ft max )lD'Vn(t)I 3 (M...Pn)-1_(l.7)
a

te(-2,a) e(-a,
From this, using Arzeld'stheorem and a diagonal process, we obtain
that there exists 2 s‘_absequence of sequence v-(t) (we shall demote
it as v (1) too) and a function v(t)e_c:,' (~a,a) so that

v e v(t), ..., Py () —= DN(D), .

upiformly for te(-a,a).



