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Preface to the second edition

THE publication of a second edition provides the opportunity of making a
~ number of changes to the original text. Many of these changes are made in
;response to comments from university teachers who have used the first 7

edition as a recommended textbook. More exercises have been provided,

particularly in Chapters 2, 4, and 6; some of the material on recurrence
relations has been expanded; an application of the marriage theorem to
score sequences of tournaments has been included; and a gap in the
presentation of the optimal assignment problem in Section 3.3 has been
filled. The greatest changes occur in Chapter 7: Steiner triple systems

are constructed and S(5, 8, 24) is obtained via the Golay code of length

24 rather than by the (incomplete) construction of the first edition. The

last chapter therefore combines together three combinatorial structures;

the Leech lattice, the Golay codes, and Steiner systems.
The spirit and the aim of the book remain as before, to present a
compact introduction to a spread of both enumerative and constructive
-topics which will give the reader a flavour of the distinctive characteristics
of this attractive and increasingly important branch of mathematics.

= Glasgow i.A.
July 1988



Preface to the first edition

IN 1857, the Rev. Thomas Kirkman presented to the Historic Society of
‘Lancashire and Cheshire a paper which had nothing to do with either
history or theology. The paper was concerned with a problem in what is
now known as combinaiorial mathematics, and Kirkman began by
explaining the attraction of such problems. ‘The elements to be com-
bined in these questions’, he remarked, ‘have no property except that of
diversity, They have no arithmetic value or capacity, except that they
can be counted. No operation of addition, subtraction, multiplication,

or division can be performed upon them. They can merely be combined.’

Combinatorial mathematics, then, is first of all concerned with
counting the number of ways of arranging given objects in a prescribed
way. The aim of the first part of this book is to introduce the reader to
a working knowledge of the basic ideas and techniques of the subject.
Chapters 2, 3, 4, and 5 contain essential technical know-how, Chapter 3
also being cohcerned with various aspects of assignment probiems,
beginning with the famous result of Philip Hall, and leading on to various
applications. In an attempt to give a balanced view of the subject, the
remaining chapters deal with configurations rather than techniques. The
emphasis here is not so much on the question ‘how many .. .?" but on the
structure and properties of systems satisfying certain preseribed condi-
tions. A study of block depigns suggests applications to error-correcting
codes, and in the final chapter a study of the Steiner system S(5, 8, 24)
leads on to the construction of the well-known Leech lattice in 24
dimensions. Thus some idea is given of how the properties of seemingly
useless systems can be put to use in interesting applications.

This little book is not intended as an encyclopaedia for research
workers: such people are well served already. It is intended as a textbook
for anyone to work from who wishes to become acquainted with the
flavour of the subject and the basic tools of the trade. The subject has
come a fong way since Kirkman’s time, but it still remains an easily
accessible area of mathematics, one-which is becoming more and more
widely used in other disciplines. The days are past when the calculus was
thought to be the queen of applicable mathematics. But, despite its appli-
cations, the subject of this book is genuine mathematics in all its purity,
and as such is worthy of study just for its own attractiveness and charm.



viii  Preface

The reader who is new to the subject should not be put off by the
lengthy list of references to mathematical papers at the end of the book.
An understanding of the text in no way requires a study of these, but it
is hoped that the reader will, as well as becoming aware of how contem-
porary the subject is, follow up one or two of these references and see
for himself the type of work which is going on today.

A number of people have helped in the preparation of this book. My
thanks go to Dr H. G. Martin and Dr J. R. Gillett who encouraged me to
start writing, and to the Clarendon Press for their encouragement in the
later stages. Finally 1 extend my gratitude to all those who first interested
me in combinatorial ideas, and to all the mathematicians whose work in
the subject is now the standard repertoire.

Glasgow, January 1973 LA.
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1 Introduction to basic ideas

-.

To embark upon a mass of unmotivated theory is perhaps the simplest

and quickest way of losing the reader. This study of cofnbinatorial ideas
- will therefore begin with a specific problem, and discover several methods
for its solution, introducing the reader incidentally to.some of the basic
ideas on which the remainder of the book will build. Each of these
approaches will be examined later in greater depth to see how they can
be applied in other situations or modified to yield new techniques.

The specific problem to be considered is the following,

Problem
Suppose that each of & indistmgumhable golf balls has to be coloured
with any one of n given colours. How many different colourings are possible?
If x, denotes the number of balls coloured with the first colour, x,
the number coloured with the second colour, and so on, the required
number is the number of solutions of the equation

Xy ¥xg 4o tx, =k,

in non-negative integers x, . . ., x,,. As this number will depend upon
“both n and &, denote it by f(n, k).

Special cases
-, (a) If there is only one colour available (i.e. n = 1) the k balls can be
- coloured in only one way. Thus

ALk)=1 forallk>1. (1

, ,(b) If there are n colouts but only one ball, there are n possible
" colourings. Thus

¥ fin,1)=n foralln>1." 2

(c) If # and k are both very small, then f{(n, k) can be found wnhwt
much difficulty. For example, suppose n = & = 2, If the colours are
black and white, the balls can be coloured both black, both white, ot
cneofewh.'nmﬂz 2)=3. .

The problem is to find a general formula for f(n, k). Three poss:hle
approaches will be mentioned.



2 Introduction to basic ideas

First approach

It has already been pointed out that if n and k are both small then
f(n, k) can be found quite easily. This suggests that one method of attack
would be to try 10 express f(n, k) in terms of similar expressions with
smaller values of n and k. For example, if it were known that

f(3.2)=f(2,2)+/(3, 1)
it could be deduced that
f(3,2)=3+3=6,

using results already known. So consider f(n, k) and concenteate on the
sth colour. When the k& balls are coloured, this nth colour may or may
not be used. It it is not used, there are in effect only (n — 1) colours and
so the colourings can be performed in f(n — 1, k) ways. But if the nth
colour is used, one ball can be coloured by it and then removed to leave
(k — 1) balls which can be coioured in f(n, k — 1) ways. Thus

fn,ky=f(n—1,k)+f(n, k—1). T(13)

A relation such as (1.3) is called a recurrence relation and our ability to
solve the original colouring problem now depends on our ability to solve
recurrence relations. By solving (1.3) is meant finding the unique function
f which satisfies (1.3) and the boundary conditions (1.1) and (1 2).In
general, a recurrence relation has more than one possible solution, but .
the boundary conditions specify which of these is the required solution.
Recurrence relations are important in combinatorial mathematics and
are widespread in their appearances. Perhaps the most famous of all occurs
1n the definition of the Fibonacci sequence {a,},

1,2,3,5,8,13,21,34,55, . ..

-

given by the bqundary conditions
ay = 1, a, = 2,
and the recurrence relation
ap=an_y tay_, (n=3).

From the third term onwards each is the sum of the two preceding terms.
Solving this recurrence relation means ob taining a formula for the nth
term a, as a function of n. This will be done later.
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Example 1.1. Solve the recurrence relation a,, = na, _ y, subject to the
conditiona; = 1, :

Solution. The first few a,, can easily be found by working up from a,.
Thusa, =24y =2,a3 = 3a, = 6 and so on. But to find a formula for q,,
it is best to start at the top and work down. Thus a,, = ne,,__; and
similarly a,,_, = (n — 1)a,,_», so that

a,=n(n— Da,_,=nn- 1)(n-2)a,_3
and finally
a, =n(n - 1)(n —2)... 2,
=nuln - Nn—-2)...2.1
=n!,

where n! (‘n factorial’) is the product of the first n positive integers.
Thus, for example, :

23=31=3.2.1=6, as=5!=120.

Exercises 1.1 .
1. Show that f(4, 2) = 10 and f(5, 3) = 35,
2. Solve the recurrence relation a,, = n’a, _, given thata, = 1.

n-1

3. ifq, = a4,y and ay = 2, find a,,.

4. Ifa, =a,_; +n,finda, if(a)a, =1, (b}a, =0.

5. Suppose a row of n cages is given, and it is required to place k indistin-
guishable lions in them so that no cage contains more than one lion,
and no two consecutive cages both contzin a lion. Let g(n, k) denote |
the number of ways in which this can be done. Prove that

(a) g2k - 1,k)=1,

(b) g(n,k)=0ifn <2k — 1, )

(c) gln, 1)=n,

@) gn,k)=g(n—~ 2,k - D+gn~ 1, k)ifk>2.

(Hint: consider whether or not the last cage contains a lion.) Deduce
that ' :

(e) g(6,3)=4,
() 82k, k)y=g(2k — 2, k- 1)+ 1,
() g2k, k) =k +1.
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6.. Suppose it is known that t(n, n — 1) = | and that
(n—k—-NDtn,k)=k(n~- 1)t{n, k+1)

for each ¥ <n — 1. Deduce that
(- 1% -2
k- Dn—k—-1)

t(n, k)=

Second approach
Corsider the effect of multiplying the following expressions together,

(Atx+xl+x3+- Y (I+x+x2 42 (Qtx+x2+--9),

(1.9)

where there are n brackets. Different powers of x are obtained, each
power occurring 2 humber of times. For example, x2 can be obtained in
n ways by multiplying an x2 term from one bracket by the terms 1 in
each of the remaining brackets, and in yet more ways by multiplying two.
x terms from two of the brackets by the terms 1 in each of the remaining
brackets. ' '

More generally, how often will the term x* appear, i.e. what will the
coeflicient of x* be in the resulting expression? If the convention x° = 1
is followed, x* can be obtained by choosing a term x* in the first bracket,
x' in the second, and so on, with the condition that

tytiyt---tt, =k

Thus the coefficient of x* will be precisely the number Sf(n, k). 1t
follows that '

f(n, k)= coefficient of x* in (1.4)
= coefficient of x* in (1 +x +x? +- . .,

so that
f(n, k) = coefficient of x* in (1 —x)™", (19

This approach therefore reduces the problem to an application of the
binomial theorem. This theorem will be studied in the next chapter, when
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it will be seen that

. n(n+1) o2 n(n+1)n+2) 3,
(=X =X ¥ Y 3

It will then follow that
' _a+ DA +2)...(nrk—1)
fin. k)= 1.2.3.....k
_n(rn+1)...(n+k-1)
- k!
_(ntk-1)
. R Y (1.6)
For example,
12! 0.9
10.4)= _2.11.109 o0

8'4' 4.3.2.1

The technique of picking out the coefficient of a particular power of x
* leads on to the general technique of generating functions. If a fixed value
of n is chosen in the above example, then, by (1.5),

(1 - %)™ =1(n, 0) + flm, 1)x +f(, 2)x* ...

since f(n, k) is precisely the coefficient of x* in the expansion of (1 —x)™.
(1 —x)™ is called the generating function for the numbers f(n, k) since

its expansion genetates these numbers as coefficients. Apm generating
functions will be seen to be a useful tool.

Third approach

The problem is to colour & balls using n colours. One way of lookmg
at this is to think of the colouring process as a splitting up of the k balls
into n smaller collections some of which might be empty, where in the
- first collection x balls are chosen and coloured with the first colour, and
so0 on. For example, suppose thst #n = 4 and k = 5. One possible colouring’
would be to colour 2 balls with the first colour and one with each of
the remaining colours. This corresponds tox; =2,x, =x3 = x4 =1,
and can be represented geometrically as follows. Put two crosses at
consecutive marks cn a straight line. These crosses represent the two balls
coloured with the first colour. At the next mark on the ne place a O to
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signify a change of colour. Then put one cross to represent one ball of
the second colour, then another O, and so on, to obtain

XXO0OX0X0X

which has 5 Xs (the 5 balls) and 3 Os (three changes of colour). Similarly,
corresponding to Xy =2,>, =0,x3=2,x4 = |,

"XX00XXO0X

would be obtained. In the general case, with n colours and & balls, f(n, k)
will be the number of such sequences of Os and Xs containing exactly
k Xsand (n — 1)Os. Each such sequence contains (n + k — 1) symbols
altogether, and is uniquely determined once the Os have been positioned.

Thus

f(n, k) = number of ways of choosing (n — 1) places out of
(n +k — 1) places.

This third approach therefore leads to the following general question.
Given m objects, how many ways are there of choosing exactly r of
them? This is perhaps the most basic question in the whole subject, and
so the next chapter will take a careful look at the problem of selections.

Exercises 1.2

1. Use (1.6) to evaluate f(10, 3), £(10, 4), f(IO, 5).
2. Verify that £, as given by (1.6), satisfies (1.1), (1.2), and (1.3).

3. By listing all the possibilities, show that there are 10 ways of choosing
3 girls from 5 given girls.

4. In a football league of n teams, each team pla&s each other twice, The
number of games played is therefore 2¢ where ¢ is the number of ways -
of choosing 2 objects from n given objects. Prove that ’

c=(r—D+(n—-2)+---+3+24 1 =4n(n— ),
and deduce the number of games played in a league of 22 teams,
5. Let h(n, k) denote the number of ways in which k indistinguishable

golf balls can be coloured with n colours so that there is at least one
ball of each colour. Prove that N

(a) An,k)=0ifn >k,
(b) h(n, k) is the coefficient of x* in (x+x2+x3+..n

2
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(¢) h(n, k) is the coefficient of x¥—" in (1 — x)™",
(d) h(n,k)=f(n,k —n),

(e) h(n, k)=—

DY <k (use (1.6) here).
(n = D! (k — n)!

Hence find h(5, 1Q).

. Expand (1 — x)~3 up to the term in x5.

. Express, in terms of the function f of page 1:

(a)
(b)

(c)

(d)

the number of binary sequences{i.e. sequences of Os and 1s) of
length 10 containing exactly 5 Os;

the number of solutions in (i) non-negative, (ii) positive integers
of the equation

x+yt+tz=24,

the number of routes in the xy-plane from (0, 0) to.(m, n) con-
sisting of a succession of steps each of which invélves i increasing
the x or the y coordinate by 1;

the number of different number patterns obtaxﬁable on throwing
three indistinguishable dice, .



