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Preface

Feedback processes abound in nature and, over the last few decades, the word feedback, like
computer, has found its way into our language far more pervasively than most others of technological
origin. The conceptual framework for the theory of feedback and that of the discipline in which it is
‘embedded —control systems engineering—have developed only since World War II. When our first
edition was published, in 1967, the subject of linear continuous-time (or gnalog) control systems had
already attained a high level of maturity, and it was (and remains) often designated classical control by
" the conoscienti. This was also the early development period for the digital computer and discrete-time
data control processes and applications, during which courses and books in “sampled-data” control
systems became more prevalent. Computer-controlled and digital control systems are now the terminol-
ogy of choice for control systems that include digital computers or microprocessors.

In this second edition, as in the first, we present a concise, yet quite comprehensive, treatment of
the fundamentals of feedback and control system theory and applications, for engineers, physical,
biglogical and behavioral scientists, economists, mathematicians and students of these disciplines.
Knowledge of basic calculus, and some physics are the only prerequisites. The necessary mathematical
tools beyond calculus, and the physical and nonphysical principles and models used in applications, are
developed throughout the text and in the numerous solved problems. |

We have modernized the material in several significant ways in this new edition. We have first of all
included discrete-time (digital) data signals, elements and control systems throughout the book,
primarily in conjunction with treatments of their continuous-time (analog) counterparts, rather than in
separate chapters or sections. In contrast, these subjects have for the most part been maintained
pedagogically distinct in most other textbooks. Wherever possible, we have integrated these subjects, at
the introductory level, in a unified exposition of continuous-time and discrete-time control system
concepts. The emphasis remains on continuous-time and linear control systems, particularly in the
solved problems, but we believe our approach takes much of the mystique out of the methodologic
differences between the analog and digital control system worlds. In addition, we have updated and
modernized the nomenclature, introduced state variable representations (models) and used them in a
strengthened chapter introducing nonlinear control systems, as well as in a substantially modernized
chapter introducing advanced control systems concepts. We have also solved numerous analog and
dlgltal control system analysis and design problems using special purpose computer software, ﬂlustrat-
ing the power and facility of these new tools.

The book is designed for use as a text in a formal course, as a supplement to other textbooks, as a
reference or as a self-study manual. The quite comprehensive index and highly structured. f6rmat should
facilitate use by any type of readership. Each new topic is introduced either by secg!m or by chapter,
and each chapter concludes with numerous solved problems consisting of extensxons and proofs of the
theory, and applications from various fields. .

Los Angeles, Irvine and JosepH J. DisSTEFANO, 111
Redondo Beach, California ALLEN R. STUBBERUD
March, 1990 IVAN J. WILLIAMS
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bt



Contents
Chapter 1 INTRODUCTION ... ... ............. e e e e 1
1.1 Control Systems: What They Are ... L A 1
1.2 Examplesof Control Systems . . ... ... ... .. ... R DR 2
1.3 Open-Loop and Closed-Loop Control Systems . . .. ... ...............,. 3
14 Feedback . ... ..... ... ... ... .. .0 ciiiiii e 4
1.5 Characteristics of Feedback ........................ PN e 4
1.6 Analog and Digital Control Systems, . . .. ... ... e e 4
1.7 The Control Systems Engirteering Problem . . . .. ... .. ... ............. 6
1.8 Control System Models or Representations . . . . ... ................... 6
Chapter 2 CONTROL SYSTEMS TERMINOLOGY .. ............. e 15
2.1 Block Diagrams: Fundamentals. . . . ... .......... h e e 15
2.2 Block Diagrams of Continuous (Analog) Feedback Control Systems ________ 16
- 2.3 Terminology of the Closed-Loop Block Diagtam . . . .. .. .. ... .. :. . . .. . 17
2.4 Block Diagrams of Discrete-Time (Sampled-Data, Digital) Components
Control Systems, and Computer-Controlled Systems . .. ... ............. 18
2.5 Supplementary Terminology ................ A 20
26 Servomechanisms. ... ... ... ... ... ... ... %
27 Regulators. ... . ...... e e 23
Chapter 3 DIFFERENTIAL EQUATIONS, DIFFERENCE EQUATIONS, AND
LINEAR SYSTEMS | it 39
31 SystemEquations. ... ... ... .. .. ... ... . ) e 39
3.2 Differential Equations and Dlﬁ’erence Equanom ................... 139
3.3 Partial and Ordinary Differential Equations . . . . . ... ................. 40
34 Time Variability and Time Invariance . ... ... ... ...... ........... 40
3.5 Linear and Nonlinear Differential and Difference Equations , _ . . ... ... .... 41
3.6 - The Differential Operatot‘D and !heChauc’lemuch\um e i o
3.7 Linear Independence and Fundamental Sets . .. ... ... ... S 42
3.8 Solution of Linear Constant-Coefficient Ordinary Dlﬂ'erennal Equations . . . .. 44
39 TheFreeResponse. .. . . ....... ... ..........0 . ...cooouiun... 4
310 The Forced Response . . . . ... ... ................. 00 oo iveuui.. 45
311 The Total Response . . . ... ........... e 46
3.12 The Steady State and Transient Responnses . ... ......... .. b 46
3.13 Singularity Functions: Steps, Ramps, and Impulses . ;. ... .............. 47
3.14 Second-Order Systems . .. . . .. ... ... . ... ... 48
3.15 State Variable Representation of Systems Described by Linear
Differential Equations. . .. .. ... ... .. ... . ... .. ... ... ....... .. 49
3.16 Solution of Linear Constant-Coefficient Difference Equations . . . . ... ...... 51
3.17 State Variable Representation of Systems Described by Lmear o , i
Difference Equations ., .. ... ... ....................... SUDUURUREE. ' M
*3.18 Linearity and Superpogition . ... ... ... ... ... ... .. 0 ..0.0.ia.... 56
3.19 Causality and Physically Realizable Systems . . . ... .. .. ). .. 7 e 57

i



CONTENTS

J

Chapter 4 THE LAPLACE TRANSFORM AND THE z-TRANSFORM ., . . .. . .. 4
41 Imtroduction ... ........ .. ... ... 74
42 Thelaplace Transform. .. ................ ... .. ..., 74
4.3 The Inverse Laplace Transform . .. ... ........................... 75
4.4 Some Properties of the Laplace Transform and ItsInverse . . ... .......... 75
4.5 Short Table of Laplace Transforms . . .. .. ......................... 78
4.6 Application of Laplace Transforms to the Solution of Linear
Constant-Coefficient Differential Equations . . ... .................... 79
4.7 Partial FractionExpansions ... ................. ... ... ... 83
48 Inverse Laplace Transforms Using Partial Fraction Expansions ., .......... 85
49 Thez-Transform .. ... ...... ... .. ittt iiiiinnnnnennaenans 86
4.10 Determining Roots of Polynomxals ................................ 93
4.11 Complex Plane: Pole-ZeroMaps . . . . ............................. 95
4.12 Graphical Evaluationof Residues , ... ........,................... 96
4.13 Second-Order Systems . . . ... ...........cc0iiiritiiraii.. 98
Chapter 5  STABILITY .. .. ... ... ... ... ...ttt 114
5.1 Stability Definitions .. .. ...................................... 114
5.2 Characteristic Root Locations for Continuous Systems, . . . . .. ........... 114
5.3 RouthStabilityCriterion . ... .......... ... .. ... .coiuiiuvnun.n. 115
5.4 Hurwitz Stability Criterion . . ... ....................00iiiuinnnn.. 116
5.5 Continued Fraction Stability Criterion . . . ... .................... <o 117
5.6 Stability Criteria for Discrete-Time Systems . . . ... ................ ... 1Y
Chapter 6 TRANSFERFUNCTIONS . . . ... ... . . .. ... i, 128
6.1 Definition of a Continuous System Transfer Function . .. . .............. 128
6.2 Properties of a Continuous System Transfer Function . . ... ............. 129,
6.3 Transfer Functions of Continuous Control System Compensators
andControllers . . . ... ... .. ... ... ... ... .. ... ..., 129
6.4 Continuous System TimeResponse . . . .. .......................... 130
6.5 Continuous System Frequency Response . . ... ... ................ ..., 130
6.6 Discréte Time System Transfer Functions, Compensators
and Time Respomses. . ... ... .............iuiininarnnranennnnn 132
6.7 Discrete-Time System Frequency Response, . . . . ..................... 133
6.8 Combining Continuous-Time and Discrete-Time Elements . . ., ... ..... ... 134
Chapter 7 - BLOCK DIAGRAM ALGEBRA AQD TRANSFER FUNCTIONS
OF SYS'I'EMS ........................................... 154
71 Introduction . ... ............. ... e 154
7.2 Reviewtof Fundamentals. ... .. i 154
7.3 BlocksinCascade . ... .....................ciiiiiiia 155
74 Canonical Form of a Feedback Control System . . . ... .............. w. s 156 -
7.5 Block Diagram Transformation Theorems . ... ....................., 156
7.6 Unity Feedback Systems . . . .. .................................. 1587
7.7 Superposition of Multiple Inputs ................................. 159
7.8 Reduction of Complicated Block Diagrams . . .. .. .................... 160
Chapter 8 SIGNALFLOW GRAPHS .. . . ... . ... et te e e 179
. 81 Imtroduction .. .. ... .. ... ... ... ... ... ..iiiiiiiias. e .. 179
8.2 Fundamentals of Signal Flow Graphs . . . . . . . [ A 179



CONTENTS

8.3 Signal Flow Graph Algebra. . ... .. .. e .. .. 180
84 Definitions ... .....................c...iiiiii.... P 181
8.5 Construction of Signal Flow Graphs . ... ........ R 182
8.6 The General Input-Output Gain Formula . . . ... ... ............ e 184
8.7 Transfer Function Computation of Cascaded Componcnts e 186 «
8.8 Block Diagram Reduction Using Signal Flow Graplhis and the Genetal

Input-Output Gain Formula . . ., .. ... . ....................:. ... 187

9 SYSTEM SENSITIVITY MEASURES AND CLASS!FICATION £y ‘
OF FEEDBACK SYSTEMS . . ... .. bt e, LSl T8
91 IntrodUCHOR . .. ... .. ...\t 208
9.2 Sensitivity of Transfer Functions and Frequency Response Funcuons

toSystem Parameters . . .. ... ..................... . ..., e 208
9.3 Output Sensitivity to Parameters for Differential and Difference ~

EquationModels . . ... ... ... ... ... . ... i i 213
9.4 Classification of Continuous Feedback Systems by Type . . . . . . e 214
9.5 Position Error Constants for Continuous Unity Feedback Systems . ... .. ... 215
9.6 Velocity Error Constants for Continuous Unity Peedback Systems .. .. .. ... 216
9.7 Acceleration Error Constants for Continuous Unity Feédback Systems ...... 217
9.8 'Error Constants for Discrete Unity Feedback Systems . . ... ............. 217
9.9 Summary Table for Continuous and Discrete-Time Unity Feedback Systems ., . 217
9.10 Error Constants for More General Systems . . . .. ..................... 218

10 ANALYSIS AND DESIGN OF FEEDBACK CONTROL SYSTEMS:
OBJECTIVES AND METHODS . . . .. et reteceeaa e 230
101 Introduction ...............coevniineneenen et 230
102 Objectivesof Analysis, . . .. ..........c..ocvnuuunnn. s 230
103 Methodsof Analysis . . ... ....................... e 230
104 Design Objectives, . . .................... S e 231
10.5 System Compensation. ... ................ouiieuennennnnncnnnnn 235
106 DesignMethods . . ... ... ... ... ... c.iiriiiiiiennanaaann. 236
10.7 The w-Transform for Discrete-Time Systems Analysns and Deugn Usms

Continuous System Methods . . ... ... ... ... ..c.. 00 oLooiiLe, L. 236
10.8 Algebraic Design of Digital Systems, Including Deadbeat Systems.. . . . .. ... 238

11 NYQUISTANALYSIS .. .. .......... e ettt e 246
111 Introduction ......................c.c.0.onnn. J 246
11.2 Plotting Complex Functions of a Complex Variable . . ... .............. 246
113 Defimitions, . . .. ... .1, ... ... .itiiitielntaenerrennnnnnnenns 247
11.4 Properties of the Muppmg P(syorP(2)........... P 249
115 PolarPlots. .. ... ... ... .. ittt iieneeeanneenns 250
11.6 Propertiesof PolarPlots . .. ... ... .................... e 252
117 TheNyquistPath . . ... . ... .. ... ................ e 253
11.8 The Nyquist Stability Plot . . .. ... .. . ... ...................... 256
11.9 Nyquist Stability Plots of Practical Feedback Control Systems _ ... ...... 256
11.10 The Nyquist Stability Criterion . ... ............................. 260
11.11 Relative Stability . ...................... P, A P 262

1112 M-and N-Circles . . .............. e e 263



CONTENTS

Chapter 12 NYQUISTDESIGN . . ... ... .. ................. R 299
12.1 Desiga Philosophy . . ... .. .. R e 299
12.2 Gain Factor Compensation . ..... ... ......".......... e 299
12.3  Gain Factor Compensation Usulg M-Cm:la e e e 301
124 Lead Compensation . . . ;.. ... ................... [P 302
12.5 Lag Compensation . . . ... .. ................ R 304
12.6 Lag-Lead Compensation . ... .................................. 306
12.7 Other Compensation Schemes and Combinations of Compensators . . . . . . . . 308
Chapter 13 ROOT-LOCUS ANALYSIS ... . . ...... e e 319
130 Introduction ...l 319
13.2 Variation of Closed-Loop System Poles: The Root-Locus . . . ... . . .. N 319
133 Angle and Magnitude Criteria . .. .. .. .................. .. ... .. .. 320
134 Numberof Loci ..................ccouiiiiii i ... 321
135 RealAxisLoci....................... F 321 -
13.6 Asymptotes . . ... ... S ettt e 322
137 Breakaway Points. . .. ... ... ... ... .. ... ... .. ... .. 322
138 Departure.and Arrival Angles ... .. ... ... .. ... .. ..... ... ... .. 323
13.9 Construction of the Root-Locus . .. . .................... ... ... ... 324
13.10 The Closed-Loop Trausfer Function and the Time- Dom:ain Response . . . . . . 326
. 13.11 Gain and Phase Margins from the Root-Locus ... ................. ... 328
13.12 Damping Ratio from the Root-Locus for Continuoys Sys!ems ,,,,,,,,,,,, 2329
Chapter }4 ROOT-LOCUSDESIGN ... 7... . ... ................ 7 . 343
144 TheDesignProplem .. ... ... ... ... ... ... L 343
142 Cancellation Compensation . . ... ............. P . 344
'143 Phase Compensation: Lead and Lag Networks . .. | .. . . .. i 344
144 Magnitude Compensation and Combinations of Compensators . . .. . .. 345
14.5 Dominant Pole-Zero Approximations . . . . ... . .. PO P 348
146 Point Design-. .. ... .. e 352
14.7 Feedback Compensation . . . ........................ J 353
Chapter 1 5 BODE ANALYSIS ................................ P 364
- 151 “Infreduction . - L L. [ e 364
15.2 Logarithmic Scalesand Bode Plots . . .. .. ... .. .. .. . . .. . . . . . . .. 364
153 The Bode Form and the Bode Gain for Continuous-Time Systems . .. . . .. .. 365
'15.4 Bode Plots of Simple Continuous-Time Frequency Response Functions
and Their Asymptotic Approximations . . . ... .. ... ... . ... .. .. .. 365
15.5 . Construction of Bode Plots for Continuous-Time Systems. . .. ... ... . .. . . 3n
15.6 Bode Plots of Discrete-Time Frequency Response Functions ... . . ... . . ... 373
157 Relative Stability . . . .- ... i e 375
158 Closed-Loop Frequency Respomsc . ... .. .. .. .. ... .. .. ... ... ..., 376
159 Bode Analysis of Discrete-Time Systerns Using the w-Transform . | . 377
—_— et
Chapter 16 BODEDESIGN . . .. . .. .. . . .. e e 387
l6.1 Dwsign Philosophy ... ... ... .... .. .. e T . 387
16.2  Gain Factor Compcnsauon ..... e i S 387
16.3 1.ead Compensatiofifor Conunuous-Tlme Systems. . .. ... i e 388
16.4 1ag Compensation for Continuous-Time Systems .. ..... e e 392
16.5 Lag-Lead Compensation for Continuous-Time Systems . . . .. ... .. ... . .. 393
16.6 Bode Design of Discrete-Time Systems . . . ... ................... ... 395



CONTENTS
Chapter 17 NICHOLS CHARTANALYSIS. . ... ... ... . ... ... ... ... ... .. 411
171 Iatroduction ... ... ... ... ... . ... .. ... ... 411
17.2 db Magnitude-Phase Angle Plots . .. .. ... .. .. ... ... . ............. 411
17.3 Construction of db Magnitude-Phase Angle Plots .. . . ... . ... . ....... 411
174 RelativeStability . ... ... .. ... .. ... ... ... o 416
175 TheNichols Chart . . ... ... . .. ... ... ..................... 417
17.6 Closed-Loop Frequency Response Functions .., . . .. ... .. . ... .. ...... 419
'

Chapter I8 NICHOLSCHARTDESIGN. . . ... ... .. ... ....... ... .. ... . 433
181 DesignPhilosophy . ... ... ... ... ... ... ... ... .. ... ..., 433
18.2 Gain Factor Compensation . . . ......... ... ..................... 433
18.3 Gain Factor Compensation Using Constant Amplitude Curves . . , . . . . 434
184 Lead Compensation for Continuous-Time Systems, . ., .. .............. 435
18.5 Lag Compensation for Continuous-Time Systems . . .. .. .............. 438
186 Lag-Lead Compensation .. . .. ................................. 440
18.7 Nichols Chart Design of Discrete-Time Systems . . ... ... ............. 443
Chapter 19 INTRODUCTION TO NONLINEAR CONTROL SYSTEMS .. ... ... 453
191 Introduction .. .......... ... ... ... ... 453
19.2 Linearized and Piecewise-Linear Approximations of Nonlinear Systems . . . . . 454
19.3 Phase Plane Methods . . .. ... ... .. .. ... .. . ... ... .. J 458
194 Lyapunov’s Stability Criterion . . . . .............................. 463
19.5 Frequency Response Methods . @ .. .. . .............. ... . .... ... 466

Chapter 20 INTRODUCTION TO ADVANCED TOPICS IN CONTROL SYSTEMS
ANALYSIS AND DESIGN _ . . ... . .. e 480
201 Introduction ... ... ... ... ... ... 480
20.2 Controllability and Qbservability . . . ... .......................... 480
20.3 Time-Domain Design of Feedback Systems (State Feedback) . ... ... .. ... 481
204 Control Systems with RandomInputs, . .. ..., ... ................. 483
20.5 Optimal Control Systems . . .. ... ... .............ccoiuuuinon... 484
206 Adaptive Control Systems . . . ... ... .................. e 485
APPENDIX A, . . . .. . 486




Chapter 1

lntroductl_on

RATM

1.1 CONTROL SYSTEMS: WHAT THEY ARE

In modern usage the word system has many meanings‘ So let us begin by defining what we mean
when we use this word in this book, first abstractly then slightly more spec:ﬁcally in relation to sc1ent1ﬁc
literaturt.

Definition 1.1a: A system is an arrangement, set, or collection of things connected or related in such
a manner as to form an entirety or whole. .

Definition 1.1b: A system is an arrangément of physical components connected or related in such a
manner as to form and/or act as an entire unit. ‘

The word control is usually taken to mean regulate, direct, or command. Combining the above
definitions, we have

Definition 1.2: A control system is an arrangement of physical components connected or related in
such a manner as to command, direct, or regulate itself or another system. -~

In the most abstract sense it is possible to oons1der every physical object a control system.
Everything alters its environment in some manner, if not actively then passively—like a mirror directing
a beam of light shining on it at some acute angle. The mirror (Fig. 1-1) may be considered an
elementary control system, controlling the beam of light according to the simple equation “the angle of
reflection a equals the angle of mcndenoe a’

Incident R%ﬂected
Beam eam 7
%\ ’
7~
. _ )
Light ~ (/ : : - Adjustable
Source - - . ' b Screw
z ~ /,{a Mirror /R 7 % Z
eference ’,
) Surt Z
e vy
Fig. 1-1 Fig. 1-2

In engineering and science we usually restrict the meaning of control systems to apply to those
systems whose major function is to dynamically or actively command, direct, or regulate. The system
shown in Fig. 1-2, consisting of a mirror pivoted at one end and adjusted up and down with a screw at
the other end, is properly termed a control system. The angle of reflected light is regulated by means of
the screw.

It is important to note, however, that control systems of interest for analysis or design purposes
include not only those manufactured by humans, but those that normally exist in nature. and control
systems with both manufactured and natural components.

S



2 : ' INTRODUCTION [CHAP. 1

1.2 EXAMPLES OF CONTROL SYSTEMS

Control systems abound in our environment. But before exemplifying this, we define two terms:
input and output, which help in identifying, delimeating, or defining a control system.

Definition 1.3: The input is the stimulus, excitation or command applied w0 a control system,
typically from an external energy source, usually in order to produce a specified
response from the control system.

Dcﬁ;uition 1.4 The output is the actual response obtained from a control system. It may or may not
be equal to the specified response implied by the input.

Inputs and outputs can have many different forms. Inputs, for example, may be physical variables,
or more abstract quantities such as reference, setpoint, or desired values for the output of the control
system.

The purpose of the control system usually identifies or defines the output and input. If the output
and input are given, it is possible to identify, delineate, or define the nature of the system components.

Control systems may have more than one input or output. Often all inputs and outputs are well
defined by the system description. But sometimes they are not. For example, an atmospheric electrical
storm may intermittently interfere with radio reception, producing an unwanted output from a
loudspeaker in the form of static. This “noise” output is part of the total output as defined above, but
for the purpose of simply identifying a system, spurious inputs producing undesirable outputs are not
normally considered as inputs and outputs in the system description. However, it is usually necessary to
carefully consider these extra inputs and outputs when the system is examined in detail.

The terms input and output also may be used in the description of any type of system, whether or
_'not it is a control system, and a control system may be part of a larger system, in which case it is called

a subsystem or control subsystem, and its inputs and outputs may then be internal variables of the larger
system.

-EXAMPLE 1.1. Ap electric switch is a manufactured control system, controlling the flow of electricity. By
definition, the appar.yus or person flipping the switch is not a part of this control system.
Flipping the switch on or off may be considered as the input. That is, the input can be in one of two states, on
or off. The output is the flow or nonflow (two states) of electricity.
The electric switch is one of the most rudimentary control systems.

EXAMPLE 1.2. A thermostatically controlled hedver or furnace automatically regulating the temperature of a room or
- enclosure is a control system. The input to this system is a reference temperature, usually specxﬁed by appropriately
‘setting a thermostat. The output is the actual temperature of the room or enclosure.

When the thermostat detects that the output is less than the input, the furnace provides heat until the
temperature of the enclosure becomes equal to the reference input. Then the furnace is automatically turned off.
" When the temperature falls somewhat below the reference temperature, the furnace is tarned on again.

EXAMPLE 1.3. The seemingly simple act of pointing at an object with a finger requires a biological control system
consisting chiefly of the eyes, the arm, hand and finger, and the brain. The input is the precise direction of the
object (moving or not) with respect to some reference, and the output is the actual pointed direction with respect to
the same reference.

EXAMPLE 1.4. A part of the human temperature control system is the perspiration system. When the temperature
of the air exterior to the skin becomes too high the sweat glands secrete heavily, inducing cooling of the skin by
evaporation. Secretions are reduced when the desired cooling effect is achieved, or when the air temperature falls
sufficiently. ' ‘

The input to this system may be “normal” or comfortable skin temperature, a “setpoint,” or the air
temperature, a physical variable. The output is the actual skin temperature.
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EXAMPLE 1.5. The control system consisting of a person driving an automobile has components which are clearly
both manufactured and biological. The driver wants to keep the automobile in the appropriate lane of the roadway.
He or she accomplishes this by constantly watching the direction of the automobile with respect to the direction of
the road. In this case, the direction or heading of the road, represented by the painted guide Line or lines on either
side of the lane may be considered as the input. The heading of the automobile is the output of the system. The
driver controls this output by constantly measuring it with his or her-eyes and brain, gnd correcting it with his or
her hands on the steering wheel. The major components of this control system arc the driver’s hands, eyes dnd
. bram, and the velncle

13 OPEN-LOOP AND CLOSED-LOOP CONTROL SYSTEMS

. Control systems are classified into two general categories: open-loop and closed-loop systems The
distinction is determined by the control action, that quantity mponsnble for acuvatmg the syswfn to
- produce the output.

The term cpntrol action is classical in the control systems literature, but the word action in this
expression daes not always directly imply change, motion, or activity. For example, the control action in
a system designed to have an.object hit a target is usually the distance between the. object and the target.
Distance, as such, is not an action, but action (motion) is mphed heze, beeause the goal of snph a
controel system is to reduce this distance to zero.

Definition 1.5: An open-loop control system is one in which the oontrol action is mdependent of the
output.

Definition 1.6: A closed-loop control system is one in which the control acuon is somehow
dependem on the output

Two outstanding features of open-loop control systems are:

1. Their ability to perform accurately is determined by their calibration. To -ealibrate means to
establish or reestablish the input-output relation to obtain a desired system accuracy.

2. They are not usually troubled with problems of instability, a concept to be subsequently
discussed in detail. . .

Closed-loop control systems are more commonly called feedback control systems, and are consid-
ered in more detail beginning in the next section.

‘To classify a.control system as open-loop or closed-loop, we must distinguish clearly the compo-
nents of the system from components that interact with but are not part of the system. For example, the
driver in Example 1.5 was defined as part of that control system, but a human operntor may or may not
be a component of a system. .

EXAMPLE 1.8. Most automatic toasters are open-loop systems becanse they are controlled by a timer. The ume
required Yo make “good toast” must be estitated by the user, who is not part of the system. Control over the
quality of toast (the output) is removed once the time, which is both the input and the control action, has been set.
The time is typically set by means of a calibrated dial or switch.

.

EXAMPLE 1.7. An autopilol'echanism and the airplane it controls is a closed-1bop (feedback) control system, Its
purpose is to maintain a specified airplane heading, despite atmospheric changes:- It performs this task by .
continuously measuring the actual airplane heading, and automatically adjusting the airplane control surfaces
(rudder, ailerons, eto.) 9o as to bring the-actual airplane heading into correspondence with the specified headiag.

- The human: pilot or-opérator who presets the autepilot is not part of the control. system. '

i . : R
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14 - FEEDBACK

Feedback is that charactensnc of closed-loop control systems which distinguishes them from
open-loop systems.

Definition 1.7: Feedback is that property of a closed-loop system which permits the output (or
some other controlled variable) to be compared with the input to the system (or an
input to some other internally situated component or subsystem) so that the
appropriate control action may be formed as some function of the output and input.

More generally, feedback is said to exist in a system when a closed sequence of cause-and-effect
relations exists between system variables.

EXAMPLE 1.8. The concept of feedback is clearly illustrated by the autopilot mechanism of Example 1.7. The
. input is the spcmﬁcd heading, which may be set on a dial or other instrument of the airplane control panel, and the
- output is the actual heading, as determined by automatic navigation instruments. A comparison device continu-
- ously monitors the input and output. When the two are in correspondence, control action is not required. When a
difference exists between the input and output, the comparison device delivers a control action signal to the
controller, the autopilot mechanism. The controller provides the appropriate signals to the control surfaces of the
airplane to reduce the input-output difference. Feedback may be effected by mechanical or electrical connections
from the navigation instruments, measuring the heading. to the comparison device. In practice, the comparison
device may be integrated within the autopilot mechanism.

1.S CHARACTERISTICS OF FEEDBACK
The présence of feedback typically imparts the following properties to a system.
1. Increased accuracy. For example, the ability to faithfully reproduce the input. This property is
illustrated throughout the text.

2. Tendency toward oscillation or instability. This all-important characteristic is considered in
detail in Chapters 5 and 9 through 19.

3. Reduced sensitivity of the ratio of output to input to variations in system parameters and other
characteristics (Chapter 9).

Reduced effects of nonlinearities (Chapters 3 and 19).

Reduced effects of external disturbances or noise (Chapters 7, 9, and 10).

Increased bandwidth. The bandwidth of a system is a frequency response measure of how well
the system responds to (or filters) variations (or frequencies) in the input signal (Chapters 6, 10,
12, and 15 through 18).

o v s

1.6 ANALOG AND DIGITAL CONTROL SYSTEMS

The signals in a control system, for example, the input and the output waveforms, are typically
functions of some independent variable, usually time, denoted ¢.

Definition 1.8: A signal dependent on a continuum of values of the independent variable « is called
a continuous-time signal or, more generally, a continuous-data signal or (less fre-
quently) an analog signal.

- Definition 1.9: A signal defined at, or of interest at, only discrete (distinct) instants of the
independent variable ¢ (upon which it depends) is called a discrete-time, a discrete-
data, a sampled-data, or a digital signal.
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We remark that digital is a somewhat more specialized term, particularly in other contexts Wc use
it as a synonym here because it is the convention in the control systems literature. . d

EXAMPLE 1.8. The conunuous, sinusoidally varying voltage v(¢) or alternating current i(¢) available fmmva'n
mwmmmmammmm(mmmnmmammm
instant of time ¢ electrical power is available from that outlet.

EXAMPLE 1.10. lfalampnwnnecledwthereeeptkaw19 andxtnsmtdndonmdthcp
immediately off every minute, the light from the lamp is a discrete-time signal, on only for an instant every minute.

EXAMPLE 1.11. The mean temperature T in a room at precisely 8 A.M. (08 hours) cach day is a discrete-time
signal. This signal may be denoted in several ways, depending on the application; for example T(8) for the
temperature at 8 o’clock—rather than another time; 7'(1), 7(2),... for the temperature at 8 o’clock on day 1, day 2,
etc., or, equivalently, using a subscript notation, 7}, 7;, etc. Note dut these discrete-time signals are .fan;vled values
ofammumhmm&dxmntempuamofthcmomnttﬂnmden«edT(t).

EXAMPLE 1.12. The signals inside digital computers and microprocessoss are inhcmltly discrete-time, or
discrete-data, or digital (or digitally coded) signals. At their most basic level, they are typically in the form of
sequences of voltages, currents, light intensities, or other physical variables, at cithier of two.comstant levels, for
example, +15 V; light-on, light-off; etc. These binary signals are usually represented.in alphanumeric form
(numbers, letters, or other characters) at the inputs and outputs of such digital de\nce& On the other hand the
sngna]s of analog computers and other analog devices are eonhnuotwume

Control systems can be classified according to the typm of sngnals they process: conunuous»ﬁme
(analog), discrete-time (digital), or a combination of both (hybrid).

Definition 1.10:  Continuous-time comtrol systems, aiso called contimuous-data: control -systems, or
anslog control systems, contain or procws only oontmuous-ume (analog) slgnals and
components. ,

Definition 1.11: memﬂmmmmm of sampled-
data control systems, have discrete-time signals or components at one or more points
in the system. o

T We note that discrete-time control systems can have continuous-time as well as discrete-time
signals; that is, they can be hybrid. The distinguishing factor is that a discrete-time or digital control
system must include at least oue discrete-data signal. Also, digital control systems, parucularly of
sampled-data type, often have both open-loop and closed-loop modes of operauon :
MMiﬂ. Awmmdmgmdtonowmgsysm.wchuthemedmibedmﬁxmpkumwhngand
pointing at an object with a finger), is usually considered an analog or continuous-time control system, because the
-distance between the “trackes” (finger) and the target is a continuous function of tiine, and the objective of such a
- opntrol system is to continuossly follow the target. The system conaisting of a person driving an automobile
(Example 1.5) falls in the same.cagegory. Strictly speaking, however, tracking systems, both natural and mapufac--
tured, wnhwed:gtdnpakammmls.Fmaampk.myolmﬂs&omthebmmoﬁmtreatedas
“pulsed”ordisaete—hmedahmmaedetaﬂedmoddswhmbmdndethebmn,anddngttalcompumor
microprocessors have replaced magy apalog components in vehicle control systems andtmchngmechamsms
EXAMPLE 1.14. Adonrbokattheﬁwrmauhuﬂydmmﬂedheamgsymofﬁnmpklﬂndlmhmmu
1s'actually a sampled-data dBtrol system, with both digital and analog components and signals. If the desired room -
températurt is, say, 68°F (22°C) on the thermostat and the room temperature falls below, say, 66°F, the thermostat
switching system closes the circuit tthe furnace (an analog device), turning it on until the temperature of the room
* reaches, say, T0°F. Then the switchizig system automatically flarns the furnace off until the room temperature again
falls below 66°F. This control system is actually operating open-loop between switching instants, when the
thermostat turns the furnace on or off, but overall operation is considered closed-loop. The thermostat receives a
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continuous-time signal at its input, thé actual room temperature, and it delivers a discrete-time (binary) switching
signal at its output, turning the furnace on or off. Actual room temperature thus varies continuously between 66°
and 70°F, and mean temperature is controlled at about 68°F, the setpoint of the thermostat.

The terms discrete-time and discrete-data, sampled-data, and continuous-time and continuous-data
are often abbreviated as discrete, sampled, and continuous in the remainder of the book, wherever the
meaning is unambiguous. Digital or analog is also used in place of discrete (sampled) or continuous
where appropriate and when the meaning is clear from the context.

17 THE CONTROL SYSTEMS ENGINEERING PROBLEM

‘Control systems engineering consists of analysis and design of control systems configurations.

Analysis is the investigation of the properties of an existing system. The design problem is the
choice and arrangement of system components to perform a specific task.

Two methods exist for design: ' .

1. Design by analysis

2. Design by synthesis

Design by analysis is accomplished by modifying the characteristics of an existing or standard
system configuration, and deslgn by synthesis by defining the form of the system dxrectly from its
specifications.

1.8 CONTROL SYSTEM MODELS OR REPRESENTATIONS

To solve a control systems problem, we must put the specifications or description of the ‘system
configuration and its components into a form amenable to analysis or design.

Three basic representations (models) of components and systems are used extensively in the study
of control systems:

1. Mathematical models, in the form of differential equations, difference equations, and/or other
mathematical relations, for example, Laplace- and :z-transforms

2. Block diagrams -
3. Signal flow graphs

Mathematical models of control systems are developed in Chapters 3 and 4. Block diagrams and
signal flow graphs are shorthand, graphical representations of either the schematic diagram of a system,
or the set of mathematical equations charactenzmg its parts. Block diagrams are considered in detail in
Chapters 2 and 7, and signal flow graphs in Chapter 8.

" Mathematical models are needed when quantitative relauonshxps are reqmred, for ‘example, to

represent the detailed behavior of the output of a feedback system to a given input. Development of

mathematical models is usually based on principles from the physical, biological, social, or information
sciences, depending on the control system application area, and the complexity of such models varies
widely. One class of models, commonly. called l/inear systems, has found very broad application in
control system science. Techniques for solving linear system models are well established and docu-
mented in the literature of applied mathematics and engineering, and the major focus of this book is
linear feedback control systems, their analysis and their design. Continuous-time (continuous, analog)
systems are .emphasized, but discrete-time (discrete, digital) systems techniques are also developed
throughout the text, in a unifying but not exhaustive manner. Techniques for analysis and design of
nonlinéar control systems are the subject of Chapter 19, by way of mtroductlon to this more complex
subject. .
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In order to communicate with as many readers as possible, the material in this book is developed

from basic principles in the sciences and applied mathematics, and specific applications in - various
engineering and other disciplines are presented in the examples and in the solved pmlﬂems at the end of
each chapter. e

Solved Problems

INPUT AND OUTPUT

L1

1.2.

13.

14.

Identify the input and output for the pivoted, adjustable mirror of Fig. 1-2.

The input is the angle of inclination. of the mirror #, varied by turning the screw. The output is the
angular position ofthemﬂwmdbeam'*cfrmtheréfmﬁmqfag&

Identify a possible input and a possible output for a rotational generator of electricity.

. nemputmybemerounonuspwdofthepnnemermp,amtwm),mmolutwum

minute. Assnmmgthegenentorhnsnoloadatuchedtomoutpntwrmmals,theontputmybethe

induced voltage at the output terminals. - -
Altermuvelythempmmbeexpmedumguhrmnmoftbepnmemvenhm,mdthc

'd;tputmumtaofelectncalpom(mm)wnhabndamchedtotbem

Kéntify the input and eutput for an mtommc wuhmg machine. |

Many washing machines operate in the following manner. A!tert!l!dotlluhmbeenﬁmmtothe
machine, the soap or detergent, bleach, and water are entered in the proper amounts, The wash and spin
cycbmkmmutmnmnd&emsmmﬁq‘khm&m
shuts itself off.

If the proper amounts of detergent, bleach, and water, and the tempennmofthewater
are predetermined or spécified by the macline mamiificturer, or automatiily entered by the machine
itself, tbenthempminheume(‘mminmes)f«thewﬂhmdspincyde 'l‘betimufsmanymbya
human operator.

ThewtputM:Mn;MmkmuedimmltMﬁfy Lét us'define clean as the absence of
fomgnsubsmieestromtheimwbenlhed.m'eanidenﬁlyuwtpututhpemtageof
cleanliness. At the start of a cycle the output is less than 100%, undatﬂnendofacyeletheoutputm

_ideally equal to 100% (cledn clothes are not always obtained).

Formoswdn-opuawdmachmuthcyd&dmeupmmdmem&hmbemnpamngwbmme
coin is entered. In this case, thé percentage of clexiiliness can be controlléd by adjusting the amounts of
demem,bkach,m mdtheumpmonhemu Wemqmmdqumnuuas

inputs.

Oth!rcombmmolmummum:hopoﬁk I

Identify the organ-systeni components, and the® input and output, and descnbe the operation of
the biological control system eonsrstmg of a human being reaching for an object

The basic components of tlnsmtenuomlly ovcmmphﬂed control system desmpuonmthebmn,
and hand, and eyes.

Thcbmnscndsthereqmrednervdussystcmugnaltothearmmdhmdtoreachfortheobject This
signal is amplified in the muscles of the arm and hand, which serve as power actuators for the system. The

- A-eyesarcewhyedulmdmu.mmﬂy“fmbﬂ”tqumdmwwthebm

Haﬂmmnﬂnwwbtmsmmmuum’mm :
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The objective of the control system is to reduce the distance between hand position and object position
to zero. Figure 1-3 is a schematic diagram. The dashed lines and arrows represent the direction of
information flow.

AYo'0
| \ , @
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e
| ~
|
Object
Hand Position
Position

Fig. 1-3

OPEN-LOOP AND CLOSED-LOOP SYSTEMS

1.5.

1.6.

1.7.

Explain how a closed-loop automatic washing machine might operate.

Assume all quantities described as possible inputs in Problem 1.3, namely cycle-time, water volume,
water temperature, amount of detergent, and amount of bleach, can be adjusted by devices such as valves
and heaters.

A closed-loop automatic washer might continuously or periodically measure the percentage of
cleanliness (output) of the items being washing, adjust the input quantities accordingly, and turn itself off
when 100% cleanliness has been achieved.

How " are the following open-lgop, systems calibrated: (a). automatic washing machine,
(b) automatic toaster, (c) voltmeter?

(a) Automatic washing machines are calibrated by estimating any combination of the following input
quantities: (1) amount of detergent, (2) amount of bleach or other additives, (3) amount of water,
(4) temperature of the water, (5) cycle-time.

On some washing machines one or more of these inputs is (are) predetermined. The remaining
quantities must be estimated by the user and depend upon factors such as degree of hardness of the
water, type of detergent, and type or strength of the bleach or other additives. Once this calibration
has been determined for a specific type of wash (e.g., all white clothes, very dirty clothes), it does not

. normally have to be redetermined during the lifetime of the machine. If the machine breaks down and
replacement parts are installed, recalibration may be necessary.

(b) Although the timer dial for most automatic toasters is calibrated by the manufacturer (e.g., light-
medium-dark), the amount of heat produced by the heating element may vary over a wide range. In
addition, the efficiency of the heating tlement normally deteriorates with age. Hence the amount of
time required for “good toast” must be estimated by the user, and this setting usually must be
periodically readjusted. At first, the toast is usually too light or too dark. After several successively
different estimates, the required toasting time for a desired quality of toast is obtained.

(c¢) In general, a voltmeter is calibrated by comparing it with a known-voltage standard source, and
appropriately markmg the reading scale at specified intervals.

Identify the control action in the systems of Problems 1.1, 1.2, and 1.4.

For the mirror system of Problem 1.1 the control action is equal to the input, that is, the angle of
inclination' of the mirror 6. For the generator of Problem 1.2 the control action is equal to the input, the
rotational speed or angular momentum of the prime mover shaft. The control action of the human reaching
system of Problem 1.4 is equal to the distance between hand and object position.



