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PREFACE

e e

s/

m]en faced with a problem to be solved with a computer, many beginning stu-

dents seem to have difficulty knowing where and how to start. The first objective
of this book is to present a method of problem solving that helps programmers
determine the operations necessary for transforming the given information into
the required information. The method uses Input/Process/Output (IPO) dia-
grams, which are displayed extensively throughout the book. *

The second objective of this book is to present effective methods of program
design and modular construction with IPO' diagrams, pseudocode, and struc-
ture charts, using sequence, selection, and repetitiort units. This will aid stu-
dents in learning from the outset good progr§m design and structure.

The third objective is to present fundarnemé{ algorithms and concepts used in
computer solutions. \

We have used flowcharts in some early chapters as a pedagogical tool to help
the reader visualize solutions. However, we have not used flowcharts as a tool for
problem solving and program design. IPO diagrams and pseudocode are simpler
to use and are more likely to result in well-designed programs.

Chapters 1-6 introduce the fundamental concepts of programming. They
build on one another and should be taken in sequence. Chapters 7—10 introduce
additional programming tools and can be taken when they are needed.

Although the problem-solving and program-design techniques presented in
this book are certainly not the only onés available, they are particularly effective
for beginning progran\mxcrs. '

We intend this book to be used as a complementary textbook for any begin-
ning programming course, regardless of the computer language used. A lan-
guage manual or textbook must be used for presenting a specific language in
which pseudocode progra\t{ls will be implemented.

N,
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INTRODUCTION TO
PROBLEM SOLVING

T be, or not to be: that is the question.

WILLIAM SHAKESPEARE
Hamlet

The man was a mathematical boor. . . . He was a mind-slaver and his
enslaving process could be understood with extreme simplicity: he trans-
ferred technizal knowledge without a transfer of values.

FRANK HERBERT
Children of Dune

A ’ '

P roblem solving is perhaps the greatest difficulty that most students face in com-
puter programming. For our purposcs, we shall define problem solving a< a pro-
cedure, specifically the procedure of determining the solution to a problem and
stating that solution in a particular programming language.

There are numerous approaches to the correct solution to a problem. However,
the number of clear, efficient, and easily defined approaches may be limited, and
we shall limit our discussion of problem solving to a single approach. Our ap-
proach is a geperal method that is especially useful for computer applications.

Our approach requires a careful analysis of the problem in order to determine
what information is initially given, what is to be produced upon completion, and
the necessary changes or transformations needed to go from start to finish. These
three steps (determining what is given, what is required, and th.. transforma-
tions needed) will form the foundation of our introduction to prnblem solving.

ANATOMY OF A PROBLEM

Several classes of probiems exist. We shall be concerned, however, with problems
that have solutions that can be implemented using a computer. Furthermore,
these problerns must be well stated—that is, clearly and sufficiently specified so
that a solution can be derived; or, in simpler terms, there must be enough infor-
mation given so that a solution can be obtained. We shall assume that the prob-
lems being considered have these characteristics.

A well-stated problem describes some current-or initial state of affairs that is
to be transformed into some other state of affairs—the required results. A prob-
lem can be divided into three parts: (1) information describing the given (initial)
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CHAPTER 1

situation, (2) information describing the required (final) situation, and (3) in-
formation concerning the necessary transformations for going from the initial
situation to the final situation.

Think of the transformations as the set of ordered steps needed to change what
is given into what is required. For exaruple, if what is given is iumber, nails, shin-
gles, and so on, and what is required is a house, the transformation rules will
describe the process of changing the raw materials into a house.

Analyzing the problem for parts 1 and 2 is usually straightforward. (However,
some things that are obvious, or that could be reasonably assumed, may not be

- specifically stated.) On the other hand, analyzing the problem for part 3 may not
be straightforward. Usually, not all of the transformations will be specified; per-
haps none will be. Transformations may be merely implied within the context of
the problem, or they may be left entirely to the inventiveness and ingenuity of the
problem solver.

A quick rule of thumb may help to identify the three parts of a problem. The
given and required information, which is normally descriptive, is often stated in
nouns and adjectives; transforriations, which are typically actions, are stated in
verbs and adverbs. This concepi is summarized in the following question: What
must be done to change (action, verb) what is given (situation, noun) into what
is required (situation, noun)z

Example 1 Staiement of problem: I am at the corner of Tenth Street and C Av-
enue, and [ must go to the store at Fifteenth Street and L Avenue.

" Part 1- Initial situation: “Tenth and C” implies a place or location (noun). This
location is described very specificaily: Tenth Streei and C Avenue.

Part2 Final situation: “Fifteenth and L” also implies a location, which is de-
scribed as Fifteenth Street and L Avenue.

Part 3 Transformations: The action stated in the problem is go. The idea is to
change location, and this is accomplished by going, moving, or transporting my
body. (Notice that how this action is accomplished is not specified. The how in-
volves toots and operations, which will be discussed in the next section.)

The analysis of the problem has produced the following result, which can be
summarized in a simple diagram.

Givent ‘ Transformations J . Required

1
Location at Tenth and C. | Change locations (go). l Location at Fifteenth and L.

This simple example clearly illustrates the initial steps of problem solving:
breaking down the problem into its three fundamental parts. This process must
be done accurately and completely, using only what is specified in the staterent
of the problem, before attempting any further analysis. An important feature of
the analysis performed so far is that it represents a generalized overview of the
_ problem and lacks details. This is exactly «/hat is required from the preliminary
analysis. By analogy to human anatoshy, the preliminary analysis takes notice
only of the head, trunk, arms, and legs.



INTRODUCTION TO PROBLEM SOLVING 3

TOOLS AND OPERATIONS

After a problem has been dissected into its three parts, its general anatomy be-
comes apparent. Next, we must perform a further dissection of the general parts
in order to reveal the detailed anatomy-—hands, feet, fingers, toes, knees, elbows,
and so on—and the order in which they are connected. The major concern in
this stef is the dissection of the transformations into detailed, precise steps. Al-
though we ignored the how of transformations in the last section, we shall now
scrutinize part 3 of the analysis and examine tools and their uses (operations).
For Example 1, the following diagram summarizes the solution:

Given | Transformations | Required
Location at Tenth and C. ! Change locations (go). | Location at Fifteenth and L.

As explained in the previous section, the required action is to change location; -
nothing, however, is stated regarding how this is to be done. Nonetheless, we
‘might reasonably assume that someone intelligent enough to read the problem
can certainly determine a way of going from Tenth and C to Fifteenth and L.
Therefore, the process of going is left as an open choice. One’s reasoning might
proceed as follows: In order to go, I must have some means of movement. A basic
operation in the human experience is go, and I know how to do this by selection
of appropriate tools. Suppose that I have the following tools available: feet, bi-
cycle, and car. I know how to operate each. Which tool shall I choose? That will
depend on several considerations, such as: Is it raining? Do I have limited time?
Will I be carrying a large load? In any event, it is left to my own ingenuity to
choose the appropriate tool (feet, bicycle, or car) and use it (walk, ride, or drive}
correctly to transport my body from the given location to the required location.

Since an intelligent choice of a tool and its operation is obvious in this case,
there is no need to expand the middle column of the diagram. ““Change loca-
tions” and ““go’’ describe implicitly and as simply as possible the reguired
transformation. '

Still, the process of going from Tenth and C to Fifteenth and L is not completely
described by the selection of a tool. Even though one may choose to walk, he or
she could still raise questions about how to go to the right place—for example,
when and which ways to tum and how far to go. The development of step 3 (ana-
lyzing the necessary transformations for going from the initial situation to the
final situation) is still incompiete.

ORDERED STEPS FOR PERFORMING TRANSFORMATIONS

Certain additional details and ordered steps must be followed in order to ensure
a correct arrival at Fifteenth and L. Even though we have allowed the go to in-
clude implicitly a tool and its operation, we have neglected another very impor-
tant aspect of going, since go also implies direction. In which direction must the
feet, bicycle, or car be pointed? Thus, there is a systematic and ordere{i sequence
of activities involved in the going. This sequence, which is called the process, con-
sists of a set of detailed directions or instructions. Determining the process is the
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final stage in step 3 of problem analysis, and it is probably the most difficult as-
pect of problem solving. The process must be synthesized by answering the ques-
. . tion “*Precisely how can I make use of the tool(s), which, of course, I know how
'to operate, to transform the initial situation into the final situation?”’ For ex-

i ample, one might have wood (given); a saw, hammer, screwdriver, screws, nails,
.., and glue (tools) and the knowledge to use them (operations). Nevertheless, he

or she, qannot produce a wooden table (required) without a set of directions for
building a table (ordered steps, process). This same idea can be expressed in
tenias of the problem stated in Example L One is at Tenth and C (given) and has
a car (tool) and the skill to drive it (operation), but he or she cannot go to Fif-
teenth and L (required) without a set of instructicns detailing which direction
and how far to go, where to turn, and so on (process).

How can these details be inferred from the statement of the problem? Since
they are not stated explicitly, they must be inferred on the basis of common
sense, certain well-known tools and operations, and perhaps some assumptions.
In this case, we can infer that the streets identified by numbers go east-west or
north-south. It really doesn’t matter in solving this problem which points of the
compass are used, so let us assume east-west. In the same manner, we can as-
sume that the streets identified by letters are also ordered and that, if numbered
streets run east-west, lettered streets run north-south. In other words, the
streets of the city are ldid out on a rectangular grid, and they are orlered by
number and letter. Once this is recognized, the process of going becomes
straightforward. One can, for éxample, go on C to Fifteenth, turn onto Fifteenth,
and go to L, as shown for path A in Figure 1- .. But is this the only way to go?

1

-

- 16th

it

i\
-\

14th

13th

12th

1ith «

10th g

™

9th

B C D E F G H 1 J K L M

‘Figure 1-1. Some pathways from Tenth and C to Fifteenth and L.
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Given I Transformations | Required
Location at Tenth and C. 1. Goon Tentlt to L. Location at Fifteenth and L.
2. Turn onto L.

! 3. Go to Fifteenth.

Figure 1-2. Going from Tenth and C to Fifteenth and L by path B (Figure 1-1).

Of course not! One could just as well go on Tenth to L and go to Fifteenth (path
B). There are, in fact, many alternative paths, some of which are shown in Figure
1-1. All are equally correct, but two of them (paths A and B) are simpler than
the rest. Arbitrarily choosing path B, let us expand the diagram that describes
the solution into the one shown in Figure 1-2.

When inferring the information summarized in Figure 1-1, we made some
important assumptions that have not yet been mentioned. All streets are through
streets. Each pathway is equally pleasant. We have not considered such things as
the number of stop signs and traffic lights, traffic density, smoothness of the
streets, or width of the roadways. Furthermore, it was assumed that the direction
to go toward Fifteenth or L was known. (Can you think of other assumptions?
What if there are one-way streets?)

A process for going from Teath and C to Fifteenth and L has now been devel-
oped, but it still needs additional refinement. What happens if one goes tine
wrong direction at a turn? What happens if one does not know which direction
0 go to Fifteenth or L? A better statement of the process takes these eventualities
into account. For example, step 1 of the process, go on Tenth to L, could be ex-
panded as follows to include the possibility of going the wrong direction: Go on
Tenth to the next street. If the next street is B, turn around; then go on Tenth to
L. (Can we assume that ““turn around” is a basic operation that everyone knows
how to do?) The process should also include a statement of when to stop the
process—that is, when the transformations are completed. These changes are
shown in Figure 1-3.

Since there are many processes that will work in the solution to this problem,
the one shown is an arbitrary choice. Figure 1-4 shows an equally correct
variation. '

Given Transformations Required

Locatibn at Tenth
and C.

. Go on Tenth to next street. . Location at

. If next street is B, then turn around. Fifteenth and L.
Go onTenth o L.

Turn left onto L.

GO t0 next street. .
If next street is Ninth, then turn around.
. Go on L to Fifteenth.

Stop. ..
Figure 1-3. Going from Tenth and C to Fifteenth and L, general solution..

-
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6 CHAPTER i

Given Transformations Required

Location at Tenth | 1. Go on Tenth to nex.t street. Location at

and C. ‘ 2. If next street is D, then go on Tenth to L; Fifteenth and L.
otherwise, turn around and go on Tenth to °,
L.

3. Turn right onto L.
4. Go to next street.

5. If next street is Eleventh, then go on L to

Fifteenth; otherwise, turn around and go on
L to Fifteenth.

6. Stop.

Figure 1-4. Going from Tenth and C to Fifteenth and L, alternate general solution.
|

Based on our assumptions, the process is now complete. In fact, the solution
has been clearly and unambiguously stated so that anyone can perform the
transformation from Tenth and C to Fifteenth and L. It can be tested for correct- -
ness by working it by hand, using Figure 1-L

The analysis of any problem is an iterative, or repetitive, procedure. In the de-
velopment of step 3, for example, three ““passes’”” were required. At the comple-
tion of a pass, each step of the process must be analyzed further in order to
‘determine whether it adequately considers all reasonably possible events that
Might occur as the process is performed. (In our example, this included the pos-
sibility of turning the wrong way at an intersection and starting in the wrong
direction.) Iteration may also be required in the development of steps 1 and 2,
since more detail may be necessary in them as step 3 is developed.

FLOWCHARTS

A flowchart is a useful tool for visualizing a set of transformations. Flowcharts
consist of certain symbols connected by arrows. Figure 1-5 shows three com-
monly used symbols and their meanings.

-The arrows connecting flowchart symbols have two meanings:

1. They show the order in which the transformations are to be performed.
2. They show the pathway, or ““flow,” of given information going into a sym-
bol and required information coming out.

Figure 1-6 shows arrows attached to the symbols to indicate the flow of
information. B

The start symbol can have only one arrow coming out since it is the beginning
of the flowchart. Similarly, the stop symbol can have only one arrow going in
since it is the end of the flowchart. The transformation rule symbol has one arrow
going in and one arrow coming out. The question symbol has only one arrow
going in, but it must have two (or more, in some cases) coming out——one for
each possible answer to the question (usually yes or no).
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Star/Stor Enter or exit thq flowchart
(start, stop; begin, end).

(Transformation .
rule) Perform a particular transformation.

Ask a question; make a decision.

Figure 1-5. Some common flowchart symbols.

Figure 1-7 contains a flowchart for the set of transformations in the diagram
in Figure 1-3. Each transformation symbol has a transformation rule written
within the symbol. Each question symbol has a question written inside it; the
possible answers to the question (yes or no) are written on the corresponding
outgoing arrows. .

The advantage of the flowchart is that it provides a visual aid that emphasizes
the ordered flow of information through a set of transformations. Disadvantages
are that the flowchart is a bit cambersome and takes up considerably more space

(’1—3 |

(Transformation
rule)

-

Figure 1-6. The “flow” or pathways into and out of flowchart symbols.
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Start
y
Go on Tenth 1. Go on Tenth to
to next street next street.

Yes

B Street? 2. If next street is B,

then turn around.

Tuarn around

No

A

Go on
Tenth 3. Goon Tenthto L.
oL ’

'(1)?1:; }‘e f 4. Tumn left onto L.

Go to

next 5. Go to next street.
street

Ninth Street? 6. If next street is Ninth,

then turn around.
Tum

No = around

\
Go on
Lto 7. Go on L to Fifteenth.
Fifteenth

\

Stop 8. Siop.

Figure 1-7. Flowchart for the transformations in Figure 1-3. The transformations from
Figure 1-3 are stated to the right of their respective flowchart symbols.



