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PREFACE

Traditional multimedia content is typically consumed via audio-visual
(AV) devices like displays and speakers. Recent advances in 3D video and
spatial audio allow for a deeper user immersion into the digital AV con-
tent, and thus a richer user experience. The norm, however, is that just two
of our five senses — sight and hearing — are exercised, while the other three
(touch, smell, and taste) are neglected.

The recent multitude of new sensors map the data they cap-
ture onto our five senses and enable us to better perceive the environ-
ment both locally and remotely. In the literature, the former is referred
to as “Augmented Reality”, and the latter as “Immersive Experience”.
In parallel, new types of actuators produce different kinds of multi-
sensory effect. In early periods such effects were mostly used in dedicated
installations in attraction parks equipped with motion chairs, lighting
sources, liquid sprays, etc., but it is more and more to see multi-sensory
effects produced in more familiar environments such as at home.

Recognizing the need to represent, compress, and transmit this kind
of contextual data captured by sensors, and of synthesizing effects that
stimulate all human senses in a holistic fashion, the Moving Picture
Experts Group (MPEG, formally ISO/IEC JTC 1/SC 29/WG 11) rati-
fied in 2011 the first version of the MPEG-V standard (officially known
as “ISO/IEC 23005 — Media context and control”). MPEG-V provides
the architecture and specifies the associated information representations
that enable interoperable multimedia and multimodal communication
within Virtual Worlds (VWs) but also with the real world, paving the way
to a “Metaverse”, i.e. an online shared space created by the convergence
of virtually enhanced reality and physically persistent virtual space that
include the sum of all Virtual Worlds and Augmented Realities. For exam-
ple, MPEG-V may be used to provide multi-sensorial content associated
to traditional AV data enriching multimedia presentations with sensory
effects created by lights, winds, sprays, tactile sensations, scents, etc.; or it
may be used to interact with a multimedia scene by using more advanced
interaction paradigms such as hand/body gestures; or to access different
VWs with an avatar with a similar appearance in all of them.

In the MPEG-V vision, a piece of digital content is not limited to an
AV asset, but may be a collection of multimedia and muldmodal objects

Xiii



Xiv Preface

forming a scene, having their own behaviour, capturing their context, pro-
ducing effects in the real world, interacting with one or several users, etc.
In other words, a digital item can be as complex as an entire VW. Since a
standardizing VW representation is technically possible but not aligned
with industry interests, MPEG-V offers interoperability between VWs (and
between any of them and the real world) by describing virtual objects, and
specifically avatars, so that they can “move” from one VW to another.

This book on MPEG-V draws a global picture of the features made
possible by the MPEG-V standard, and is divided into seven chapters, cov-
ering all aspects from the global architecture, to technical details of key
components — sensors, actuators, multi-sensorial effects — and to applica-
tion examples.

At the time this text was written (November 2014), three editions of
MPEG-V have been published and the technical community developing
the standard is still very active. As the main MPEG-V philosophy is not
expected to change in future editions, this book is a good starting point
to understand the principles that were at the basis of the standard. Readers
interested in the latest technical details can see the MPEG-V Web-site
(htep://wgl1.5¢29.0rg/mpeg-v/).

Marius Preda
Leonardo Chiariglione
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Introduction to MPEG-V
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1.1 INTRODUCTION TO VIRTUAL WORLDS

The concept of a virtual world has become a part of our everyday lives
so recently that we have not even noticed the change. There have been
various attempts at defining a virtual world, each with its own point of
view. The worlds that we are currently experiencing, from the view-
point of information technology, can be divided into three types: the real
world, virtual worlds, and mixed worlds. Conventionally, a virtual world,
also referred to frequently as virtual reality (VR), is a computer-generated
environment, giving the participants the impression that the participants
are present within that environment [1]. According to Milgram and
Kishino [1], real objects are those having actual existence that can be
observed directly or can be sampled and resynthesized for viewing,
whereas virtual objects are those that exist in essence or effect, but not
formally or actually, and must be simulated.

Recently, Gelissen and Sivan [2] redefined a virtual world as an inte-
gration of 3D, Community, Creation, and Commerce (3D3C). Here, 3D
indicates a 3D visualization and navigation for the representation of a
virtual world, and 3C represents the three key factors that make a virtual

MPEG -V © 2015 Elsevier Inc.
DOI: http://dx.do1.org/10.1016/B978-0-12-420140-8.00001-9 All rights reserved. 1



2 MPEG -V

Figure 1.1 A virtual gaming world (from World of Warcraft).

world closer to the real world, which can be characterized by daily inter-
actions for either economic (creation and commerce) or noneconomic/
cultural (community) purposes.

Virtual worlds can also be divided into gaming and nongaming worlds.
A virtual gaming world is a virtual world in which the behavior of the
avatar (user) is goal-driven. The goal of a particular game is given within
its design. Lineage [3] and World of Warcraft [4] are examples of virtual gam-
ing worlds. Figure 1.1 shows a screen capture from Waorld of Warcraft. In
contrast, a nongaming virtual world is a virtual world in which the behav-
ior of the avatar (user) is not goal-driven. In a nongaming virtual world,
there is no goal provided by the designer, and the behavior of the avatar
depends on the user’s own intention. An example of a nongaming virtual
world is Second Life by Linden Lab, a captured image of which is shown in
Figure 1.2 [5].

A virtual world can provide an environment for both collabora-
tion and entertainment [6]. Collaboration can mainly be enabled by
the features of the virtual world, such as the 3D virtual environments
in which the presence, realism, and interactivity can be supported at a
higher degree than in conventional collaboration technology, and avatar-
based interactions through which the social presence of the participants
and the self-presentation can be provided at a higher degree than in any
other existing environment.
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Figure 1.2 A nongaming virtual world-(from Second Life).

1.2 ADVANCES IN MULTIPLE SENSORIAL MEDIA

1.2.1 Basic Studies on Multiple Sensorial Media

Along with the sensations associated with 3D films and UHD display panels,
the development of Multiple Sensorial Media (MulSeMedia), or 4D media,
has received significant attention from the public. 4D content generally adds
sensorial effects to 3D, UHD, and/or IMAX content, allowing audiences
to immerse themselves more deeply into the content-viewing experience.
Along with the two human senses of sight and hearing, sensorial effects such
as wind, vibration, and scent can stimulate other senses, such as the tactile
and olfaction senses. MulSeMedia content indicates audiovisual content
annotated with sensory effect metadata [7].

The attempts to stimulate other senses while playing multimedia
content have a long history. Sensorama [8,9] which was an immersive VR
motorbike simulator, was a pioneer in MulSeMedia history. As a type of
futuristic cinema, Sensorama rendered sensorial effects with nine different
fans, a vibrating seat, and aromas to simulate a blowing wind, driving over
gravel, and the scent of a flower garden or pizzeria. Although Sensorama
was not successful in its day, its technology soon became a pioneer of cur-
rent 4D theaters and the gaming industry.

The significance of olfactory or tactile cues has been reported in many
previous studies [10-14]. Dinh et al. [10] reported that the addition of
tactile, olfactory, and auditory cues into a VR environment increases the
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Figure 1.3 Search and retrieve based on odor [13].

user’s sense of presence and memory of the environment. Bodnar et al.
[11] reported that the olfactory modality is less effective in alarming users
than the other modalities such as vibration and sound, but can have a less
disruptive effect on continuing the primary task of the users. Ryu and
Kim [12] studied the effectiveness of vibro-tactile effects on the whole
body to simulate collisions between users and their virtual environment.

Olfactory cues can be used to evoke human memories. Brewster et al.
[13] presented a study on the use of smell for searching through digital
photo collections, and compared text- and odor-based tagging (Figure 1.3).
For the first stage, sets of odors and tag names from the user descriptions
of different photos were generated. The participants then used these to tag
their photos, returning two weeks later to answer questions regarding these
images. The results showed that the performance when using odors was
lower than that from simple text searching but that some of the participants
had their memories of their photos evoked through the use of smell.

Ghinea and Ademoye [14] presented a few design guidelines for the
integration of olfaction (with six odor categories) in multimedia appli-
cations. Finally, Kannan et al. [15] encompassed the significance of other
senses incorporated in the creation of digital content for the packaging
industry, healthcare systems, and educational learning models.

1.2.2 Authoring of MulSeMedia

The difficulties in producing MulSeMedia content mainly lie in the time
and effort incurred by authoring the sensory effects. For the successful
industrial deployment of MulSeMedia services, the provisioning of an easy
and efficient means of producing MulSeMedia content plays a critical role.
Figure 1.4 shows examples of the authoring tools used to create digital
content with sensorial effects.
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Figure 1.4 Authoring tools for sensorial effects: (A) SEVino by Waltl et al. [18,19],
(B) RoSEStudio by Choi et al. [16], and (C) SMURF by Kim [17].



