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Preface

The title of this book could well have been Digital Media Processing Algorithms: Efficient Implementation
Techniques in C, as it is not only about digital media processing algorithms, but also contains many implementa-
tion techniques for most algorithms. The main purpose of it is to fill the gap between theory and techniques taught
at universities and that are required by the software industry in the digital processing of data, signal, speech,
audio, images, and video on an embedded processor. The book serves as a bridge to transit from the technical
institute to the embedded software development industry. Many powerful algorithms in current cutting-edge
technologies are analyzed, and simulation and implementation techniques are presented.

Digital media processing demands efficient programming in order to optimize functionality. Data, signal,
image, audio, and video processing—some or all of which are present in all electronic devices today—are
complex programming environments. Optimized algorithms (step-by-step directions) are difficult to create, but
they can make all the difference when developing a new application. This book discusses the most recent
algorithms available to maximize your programming, while simultaneously keeping in mind memory and real-
time constraints of the architecture with which you are working. General implementation concepts can be
integrated into many architectures that you find yourself working with on a specific project.

My interest in writing a book on digital media processing algorithms derives from reading literature in the
field and working on those algorithms. This book cannot replace the literature on the background theory related
to the algorithms; in fact, what is written here is largely incomplete without it. Although I do not rigorously
discuss the theory and derivation of equations and theorems, a brief introduction and basic mathematics are
provided for most of the algorithms presented. '

Typically, developers of embedded software modules want to know the basic functionality of an algorithm and
simulation techniques, in addition to whether any techniques are available to efficiently implement a particular
algorithm. Most developers are proficient with equations and algorithms as a result of university training; however,
the efficient implementation of such algorithms requires industry experience. But employers, of course, expect
developers to immediately begin work. Often they provide training for writing quality software, but not for
writing efficient software. Software engineers learn how to do this in time, such as during the course of working
on a few efficiently implemented modules or observing a senior engineer’s implementation methods. Many such
techniques to efficiently simulate and implement digital media processing algorithms are described in this book.

Today many algorithms are available on the Internet, and the software for a number of them is available in
the public domain. But the information available on the web is theory oriented, and we may obtain only pieces
of the software here and there and not the complete solution. Sometimes, we can obtain the complete software
for a particular algorithm that works well, but it may be inefficient for use in a particular project. Consequently,
users have to enhance software efficiency by purchasing it from a third-party source. What’s here provides the
information needed to develop efficient software for many algorithms from scratch.

The book is aimed at graduate and postgraduate students in various engineering subdisciplines and software
industry junior-level employees developing embedded systems software. Only college-level knowledge of math-
ematics is required to understand the equations and calculations. Knowledge of ANSI C is a prerequisite for
this book. Knowledge of microcontroller, microprocessor, or digital signal processing (DSP) architectures will
provide an added advantage so that you can understand implementation skills a bit faster.

Unlike other DSP algorithm books that concentrate mainly on basic operations, such as the Fourier transforms
and digital filters, this book covers many algorithms commonly used in media processing. For most of them, this
book provides full details of flow, implementation complexity, and efficient implementation techniques using
ANSI C. In addition, simulation results are provided for selected algorithms.

This book uses the Analog Devices, Inc. (ADI) Blackfin processor (BF5xx series) as the reference embedded
processor, and it discusses implementation complexity of all algorithms covered with respect to this amazing

general-purpose DSP processor. The Pcode notation (meaning pseudocode or program code) is used to flag
simulation code.



x  Preface

The availability of test vectors is very important for testing the functionality of any algorithm. Test vectors,
look-up tables, and simulation results for most of the standalone algorithms described in this book are available
on the companion website at www.elseévier.direct/companions. In addition, a final part, Embedded Systems, can
be found there along with Appendices A and B, References, and Exercises.

Disclaimer

An algorithm can be implemented on an embedded processor in more than one way. Performance metrics vary
according to implementation method. Sometimes there may be a flaw in a particular implementation of a given
algorithm, even though we get the best performance with it. It may not be possible to test rigorously for all
possible flaws in a given time frame. The program code provided in this book is tested for only a few cases, and it
provides selected ways of implementing algorithms and corresponding simulation code. The code may contain
bugs. In particular, cryptographic systems are very vulnerable to changes in algorithm flow and implementation
as well as software and hardware bugs. Neither the author nor the publisher is responsible for system failures
due to the use of any of the techniques or program codes presented in this book. In addition, a few techniques
provided may be patented by either ADI or another company; check with the patent office before attempting to
incorporate any of the implementation methods discussed when developing your own software.
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CHAPTER 1

Introduction

1.1 Digital Media Processing

Digital media processing as it is currently understood and further developed in this book is described in the
following subsections.

1.1.1 Digital Media Defined

In this book, media comprises data, text, signal, voice, audio, image, or video information, and digital media is
the digital representation of analog media information. In our daily lives, we typically use many types of media
for various purposes, including the following:

« telephoning (voice)

« listening to music (audio)

» watching TV (audio/video)

» camera use (image/video)

 e-mailing (text/images)

« online shopping (text/data/images)

» money transfer (text/data)

* navigating websites (text/image)

» conferencing (voice/video)

 body scanning with ultrasound and/or magnetic resonance imaging (MRI) (signal/image)
» driving vehicles using GPS (signal/audio/video), and so on

Applications that use media are continually increasing.

1.1.2 Why Digital Media Processing Is Required

In all of the previously mentioned applications, media is sent or received. As a sender or receiver, we typically use
the media (talking, listening, watching, mailing, etc.) without experiencing difficulties in perceiving (with our
eyes, ears, etc.) or delivering (talking, mailing, texting, etc.) the media. In reality, the media that we send or receive
passes through many physical channels and each one adds noise (due to interference, interruptions, switching,
lightning, topographic obstacles, etc.) to the original media. In addition, users may want to protect the media
(from others), enhance it (improve the original), compress it (for storing/transmitting with less bandwidth),
or even work with it (for analysis, detection, extraction, classification, etc.). Digital media processing using
appropriate algorithms then is required at both the transmitting and receiving ends to prevent and/or eliminate
noise and to achieve application-specific objectives mentioned here.

1.1.3 How Digital Media Is Processed

A software-based digital media processing system is comprised of three entities: an algorithm (that which
processes), a software language (to implement the processing), and embedded hardware (to execute the pro-
cessing). Examples of embedded hardware are digital signal processors (DSPs), field-programmable gate arrays
(FPGAs), and application-specific integrated circuits (ASICs). In this book, the Analog Devices, Inc. Blackfin
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DSP is the reference embedded processor (see Appendix A on the companion website) for executing algorithms.
The algorithms are implemented in the C language. Algorithm examples are discussed in the next section.

1.2 Media-Processing Algorithms

In this book, digital media processing algorithms are divided into four categories: data, signal and image, speech
and audio, and video. Each category of algorithms are discussed in great detail in various chapters of this book.

1.2.1 Data Processing

Digital systems handle media signals (e.g., data, voice, audio, image, video, text, graphics, and communication
signals) by representing them with 1s and Os, known as binary digits (bits). There are many advantages to digital
representation of signals. For example, providing integrity and authenticity to the signal using data security
algorithms becomes possible once the signal is digitized. It is also possible to protect data from random and burst
errors using data error correction algorithms. In some cases, it is even possible to compress the digital media
data using source-coding techniques to minimize the required data transmission or storage bandwidth.

Part 1 of this book covers the most popular algorithms used for data security, error correction, and compres-
sion. For all algorithms, a brief introduction, complete details of algorithm flow, C simulation for core algorithm
functions, efficient techniques to implement data processing algorithms on the embedded processor, and algo-
rithm computational cost (in terms of clock cycles and memory) for implementing on the reference embedded
processor ADI-BF53x (2005) are provided.

Chapter 2 is focused on the most widely used data security algorithms in practice. The algorithms covered
include triple data encryption algorithms (TDEA), advanced encryption standard (AES), keyed-hash message
authentication code (HMAC), and elliptic curve digital signature algorithm (ECDSA). In addition, cryptography
basics and pseudorandom-number generation methods are briefly discussed.

Chapter 3 discusses various data-error detection and correction algorithms. Error detection based on check-
sum and cyclic redundancy check (CRC) computation is discussed. Both block codes and convolutional codes
for error correction and corresponding decoding methods are discussed in detail. The algorithms covered
include CRC32, Hamming (N, K ), BCH (N, K), Reed-Solomon (RS) (N, K) error correction codes, RS (N, K)
erasures correction codes, trellis coded modulation (TCM), turbo codes, low-density parity check (LDPC)
codes, Viterbi decoding, maximum a posteriori (MAP) decoding, and sum-product (SP) decoding algorithms.
Chapter 4 discusses efficient simulation and implementation techniques for all error correction algorithms
discussed in Chapter 3.

Widely used data entropy coding methods are discussed in Chapter 5. Variable length codes and arithmetic
coding approaches for entropy coding are discussed. The algorithms covered include the MPEG2 VLD, H.264
UVLC and CAVLC, JPEG2000 MQ-coder, and H.264 CABAC.

1.2.2 Digital Signal and Image Processing

We process raw signals using signal processing algorithms to get the desired signal output. Signal processing algo-
rithms have many applications—telecommunications, medical, aerospace, radar, sonar, and weather forecasting,
to name the most common. Part 2 of this book is dedicated to signals and systems, time-frequency transformation
algorithms, filtering algorithms, multirate signal-processing techniques, adaptive signal processing algorithms,
and digital communication algorithms. The later chapters of Part 2 are devoted to image processing tools and
advanced image processing algorithms.

In Chapter 6, background theory of digital signal processing algorithms is discussed. We will cover signal
representation, types of signals, sampling theorem, signal time-frequency representation (using Fourier series,
Fourier transform, Laplace transform, z-transform, and discrete cosine transform [DCT]), linear time invariant
(LTT) systems, and convolution operation.

Signal time-frequency representation and signal filtering are discussed thoroughly in most digital sig-
nal processing textbooks, including this one. In Chapter 7, we discuss implementation aspects of the fast
Fourier transform (FFT), DCT, finite-impulse response (FIR) filters, and infinite impulse response (IIR) filters.
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C simulation is provided for all algorithms. Comparative algorithm costs (in terms of clock cycles and memory)
for implementation on the reference embedded processor are discussed.

Chapter 8 discusses adaptive signal processing algorithms (minimum mean square error [MMSE] criterion,
least mean square [LMS], recursive least squares [RLS], linear prediction [LP], Levinson-Durbin algorithm
and lattice filters), multirate signal processing building blocks (e.g., decimation, interpolation, polyphase filter
implementation of decimation and interpolation, and filter banks), and wavelet signal processing (multiresolu-
tion analysis and discrete wavelet transform). The C fixed-point implementation of the LMS algorithm is also
presented.

Chapter 9 discusses the digital communication environment (channel capacity, noise measurement, modu-
lation techniques), single-carrier communication, multicarrier communication system building blocks (discrete
multitone [DMT] and orthogonal frequency division multiplexing [OFDM] transceivers), channel estimation
algorithms (for both wireline and wireless), channel equalizers (minimum mean square [MMS] equalizer,
decision-feedback [DF] equalizer, Viterbi equalizer, and turbo equalizer) and synchronization algorithms (fre-
quency offset estimation, symbol timing recovery, and frame synchronization). As most digital communication
algorithms involve basic signal-processing tasks (e.g., DFT, filtering), no exclusive C simulation is provided
for these algorithms. However, a few techniques to efficiently implement commonly used basic mathematic
operations such as division and square root on fixed-point processors are discussed, and C-simulation code is
provided for those basic operations.

Image processing plays an important role in medical imaging, digital photography, computer graphics, mul-
timedia communications, automotive, and video surveillance, to name the most common applications. Image
processing tools are basically algorithms used to process the image to achieve aims specific to the application,
such as improving image quality, creating special effects, compressing images for storage or fast transmission,
and correcting abnormalities in the captured image (sometimes the capturing device itself introduces artifacts
in the image due to hardware limitations or lens distortion). Image processing tools are also used in classifying
images, detecting objects in the image, and extracting useful information from captured images.

Chapter 10 is focused on discussing and simulating widely used image processing tools such as color conver-
sion, color enhancement, brightness and contrast correction, edge enhancement, noise reduction, edge detection,
image scaling, image object corners detection, dilation and erosion morphological operators, and the Hough
transform.

Advanced image processing algorithms such as image rotation, image stabilization, object detection (e.g., the
human face, vehicle license plates), 2D image filtering, fisheye correction, and image compression techniques
(DCT-based JPEG and wavelet-based JPEG2000), are discussed in Chapter 11. The C-simulation code and
algorithm costs (in terms of processor clock cycles and memory) are also provided for image rotation and 2D
image filtering algorithms.

1.2.3 Speech and Audio Processing

Speech and audio coding are very important topics in the field of multimedia storage and communication systems.
Example audio- and speech-coding applications are telecommunications, digital audio broadcasting (DAB),
portable media players, military applications, cinema, home entertainment systems, and distance learning. Human
speech processing has many other applications, such as voice detection and speech recognition. Part 3 is dedicated
to discussion of algorithms related to speech processing, speech coding, audio coding, and audio post-processing,
among others.

In Chapter 12, we discuss sound and audio signals, and explore how audio data is presented to the processor
from a variety of audio converters. Next, the formats in which audio data is stored and processed are described.
Selected software building blocks for embedded audio systems are also discussed. Because efficient data move-
ment is essential for overall system optimization, data buffering as it applies to speech and audio algorithms
is examined. There are many speech coding algorithms in the literature and this chapter briefly discusses a
few methods. Various speech compression standards are also briefly addressed. Finally, the Voice over Internet
Protocol (VoIP) and the purpose of the jitter buffer in VoIP communication systems are discussed.
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Audio coding methods are discussed in Chapter 13. While audio requires less processing power in general
than video processing, it should be considered equally important. Recent applications such as wireless, Internet,
and multimedia communication systems have created a demand for high-quality digital audio delivery at low
bit rates. The technologies behind various audio coding techniques are discussed, followed by examination of
MPEG-4 AAC codec modules and encoder and decoder architectures. Various commercially available audio
codecs and their implementation costs (in terms of cycles and memory) are presented. Finally, we discuss a few
audio post-processing techniques for enhancing the listening experience.

1.2.4 Video Processing

Advances in video coding technology and standardization, along with rapid development and improvements of
network infrastructures, storage capacity, and computing power, are enabling an increasing number of video
applications. Digitized video has played an important role in many consumer electronics applications, including
DVD, portable media players, HDTV, video telephony, video conferencing, Internet video streaming, and distance
learning, among others. As we move to high-definition video, the computing bandwidth required to process video
increases manyfold, and more than 80% of total available embedded processor computing power is allocated for
video processing.

Chapter 14 describes video signals, and various redundancies present in video frames are explored. Video coding
building blocks (e.g., motion estimation/compensation, block transform, quantization, and variable-length coding)
are briefly discussed, followed by a survey of various video coding standards and comparisons with respect to
coding efficiency and costs. Computationally complex (high-cost) coding blocks are identified. Efficient ways
of implementing video coders are discussed, followed by an examination of the two most widely adopted video
coding standards—the MPEG-2 and H.264 decoder modules. Details of H.264-specific decoding modules (e.g.,
H.264 transform, intraprediction, loop filtering) are provided. Also discussed are a few techniques to efficiently
implement the H.264 macroblock layer. A scalable video coding (based on the H.264 scalable extension standard)
and its applications are discussed. Video processing, as stated before, when compared to other media processing,
is very costly in terms of computation, memory, and data movement bandwidths. Video coding and system issues
because of limited MIPS, memory, and system bus bandwidth are presented in Section 16.5 on the companion
website, along with the use of proper frameworks to minimize power consumption in low-power video applications.

Video data is often processed after decompression and before sending it to the display for enhancement or
rendering it suitable for playing on the screen. This part of the procedure is called “video post-processing.”
Chapter 15 is focused on video post-processing modules such as video scaling, video filtering, video enhance-
ment, alpha blending, gamma correction, and video transcoding.

1.3 Embedded Systems and Applications

Embedded systems enable numerous digital devices used in daily life, and thus, are literally everywhere. Embed-
ded computing systems have grown tremendously in recent years not only in popularity, but also in computational
complexity. In all the applications listed in Table 1.1, digital embedded systems process some form of digital
data. Digital media processing algorithms play an important role in all embedded system applications.

This book is focused on digital media and communication processing algorithms—that is, applications involv-
ing processing and communication of large data blocks (whether image, video, audio, speech, text blocks, or
some combination of these), which often need real-time data processing. For an application, we choose a par-
ticular embedded processor along with a peripheral set only after studying its capabilities to run the algorithms
of a particular application.

The last part of this book discusses embedded systems, media processing, and their applications. Embedded
systems have several common characteristics that distinguish such systems from general-purpose computing
systems. Unlike desktops, the embedded systems handle huge amount of data per second with very limited
resources (e.g., arithmetic logic units [ALUs], memory, peripherals). In most cases, embedded systems handle
very few tasks and usually these tasks must be performed in real time.

In Chapter 16 (see companion website), we discuss the important components of an embedded system (e.g.,
processor core, memory, and peripherals). Various types of memory and peripheral components are briefly
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Table 1.1: Digital media processing applications

Digital Home Telecommunications Consumer Electronics
AV receivers ADSL/VDSL Digital camera
DVD/Blu-Ray players Cable modems Portable media players
TV/desktop audio/video Wire/wireless smart phones | Portable DVD players
Sound bar IP phone Digital video recorder
Digital picture frame Femto base stations Personal GPS navigation
Video telephony Software defined radio Mobile TV

IPTV, IP phone, IP camera | WLAN, WiFi, WiMAX Bluetooth

Door phone Mobile TV HD/ANC headphones
Smoke detector Radar/sonar Video game players
Network video recorder Power line communication | Digital music instruments
CD clock radio Video conferencing

FM/satellite radio

Automotives Industrial Medical

Advanced driver assistance | Power meter Ultrasound

Automotive infotainment Motor control CT, MRI, PET

Digital audio/satellite radio | Active noise cancellation Digital x-ray

Vision control Barcode scanner Pulse oximetry
Bluetooth hands-free phone | Flow meter Digital stethoscope
Electronic stability control Oscilloscope Blood-pressure monitor
Safety/airbag control Security Lab diagnostic equipment
Crash detection Surveillance IP networks Heart rate monitor

Fingerprint biometrics

Video doorbell

Video analytic server

discussed. The necessity of software—hardware partitioning of embedded systems to handle complex applications
is discussed, as well as possible ways to efficiently partition such a system. Finally, we discuss future embedded
processor requirements to handle very complex embedded applications.

Chapter 17 (see companion website) briefly discusses various applications. Different embedded applications
use different algorithms. The processing power and memory requirements vary from one application to another.
We briefly talk about various modules present in a few embedded application sectors. The applications covered
in this chapter include automotive, video surveillance, portable entertainment systems, digital communications,
digital camera, and immigration and healthcare sectors.

1.4 Algorithm Implementation on DSP Architectures

In Section 1.2, various algorithms that are playing a critical role in diverse applications were mentioned. Although
dozens of semiconductor companies are designing embedded processors with a range of architectural features
to support different kinds of applications, no single architecture is efficient for processing all types of digital
media processing algorithms. This is because processors designed with many pipeline stages (to execute in
parallel multiple operations of numeric-intensive algorithms) do not efficiently handle algorithms that contain
full-control operations. The architectures developed for executing the control code are not efficient at computing
numeric-intensive algorithms. The architectural feature set of the reference embedded processor (see Appendix A
on the companion website) is in between, and is good at handling both control and numeric-intensive algorithms.

In the following subsections, DSP architecture and its performance in executing various algorithms are briefly
discussed. We also briefly describe a few algorithm implementation techniques.
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1.4.1 DSP Architecture

A simplified block diagram of embedded DSP architecture is shown in Figure 1.1. The main architectural
blocks of an embedded processor are the processor core (with register sets, ALU, data address generator [DAG],
sequencer, etc.), memory (for holding instructions and data, for stack space, etc.), peripherals (e.g., serial periph-
eral interface [SPI], parallel peripheral interface [PPI], serial ports [SPORT], general-purpose timers, universal
asynchronous receiver transmitter [UART], watchdog timer, and general-purpose I/O) and a few others (e.g.,
JTAG emulator, event controller, direct memory access [DMA] controller). Embedded processor peripherals and
memory architectures are discussed in some detail in Chapter 16.

The peripheral features are important when we talk about the overall application. In this book, we assume
that the architecture comes with all necessary peripherals to enable a particular application. Also, we assume
that the program code and data required for algorithm processing are residing in the faster memory (or level 1,
L1) memory, which can be accessed at the speed of the processor core. If we cannot fit data and program in L1
memory, then we store the extra data or program in L2/L.3 memory and use DMA to get the data or program
from L2/L.3 memory without interrupting the processor core. From an algorithm-implementation point of view,
the important things are processor core architecture, availability of L.1 memory, and internal bus bandwidth.

Even more important than getting data into (or sending it out from) the processor, is the structure of the
memory subsystem that handles the data during processing. It is essential that the processor core access data in
memory at rates fast enough to meet application demands. L1 memory is often split between instruction and data
segments for efficient utilization of memory bus bandwidth. Most DSP architectures support this Harvard-like
architecture (in which data and instruction memories are accessed simultaneously, as shown in Figure 1.1) in
combination with a hierarchical memory structure that views memory as a single, unified gigabyte address space
using 32-bit addresses. All resources, including internal memory, external memory, and I/O control registers,
occupy separate sections of this common address space.

The register file contains different register types (e.g., data registers, accumulators, address registers) to hold
the information temporarily for ALU processing or for memory load/store purposes. The processor’s compu-
tational units perform numeric processing for DSP algorithms and general control algorithms. Data moving in
and out of the computational units go through the data register file. The processor’s assembly language provides
access to the data register file. The syntax lets programs move data to and from these registers and specify a
computation’s data format at the same time.

The DAGs generate addresses for data moving to and from memory. By generating addresses, the DAGs let
programs refer to addresses indirectly using a DAG register instead of an absolute address.

The program sequencer controls the instruction execution flow, including instruction alignment and decoding.
The program sequencer determines the next instruction address by examining both the current instruction being
executed and the current state of the processor. Generally, the processor executes instructions from memory in
sequential order by incrementing the look-ahead address. However, when encountering one of the following
structures, the processor will execute an instruction that is not at the next sequential address: jumps, conditional
branches, function calls, interrupts, loops, and so on.

: Data Instruction
i Memory Memory (:j
| 4
B
2
Registers DAG Unit a
=5
ALU Unit Sequencer
DSP Core

Figure 1.1: Simplified diagram of DSP architecture.
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In the next subsection, we consider three algorithms with different processing flow requirements and discuss
to what extent the benchmarks provided by processor manufacturers are useful in deciding which processor
(from dozens of processors available today in the market) is suitable for a particular application.

1.4.2 Algorithm Complexity and DSP Performance

In this section, we consider three simple algorithms—dot product, RC4 stream cipher, and the H.264 CABAC
encode-symbol-normalization process—and discuss embedded processor performance (with a particular archi-
tectural feature set) in executing those three algorithms.

Dot Product
Dot product involves accumulation of sample-by-sample multiplication of elements from two sample arrays.
The dot product, z, of two N-length sample arrays x[] and y[], can be computed as

N—-1

z= Y x[nlyln] (1.1)

n=0

A simple “for” loop C code that implements the dot product described by Equation (1.1) is shown in Pcode 1.1.

What is the cost (in terms of cycles and memory) of this dot-product algorithm for implementation on
the embedded processor, given its processor core architecture? Clearly, we require two buffers of length
2*N bytes (assuming the elements are the 16-bit word type), each to hold the two input array buffers in
memory.

In terms of computations, it involves N multiplications and N additions. If the embedded processor consumes
one cycle for multiplication and one cycle for addition, then we require a total of 2N cycles (assuming a single
ALU) to execute the corresponding dot-product code given in Pcode 1.1. What about the cycle cost of loading
the data from memory to the data registers? Typically, many processors come with separate data load/store units;
hence, we assume that the data loads happen parallel to compute operations and therefore they are free.

z=0;
for(i = 0;i < N;i++)
z += x[il * y[i];

Pcode 1.1: Pseudo code for dot product.

Many embedded processors come with multiply—accumulate (MAC) units, and in this case we require only
N cycles, as the dot product contains a total of N MAC operations. For this case, the two memory loads must
happen in a single cycle.

Now, you may wonder whether this cycle count can be achieved with the C code ported to the processor
assembly using the compiler or with the optimized assembly-level code written manually. Here, when we say
that the cycle count is N for executing the dot product, it means that one MAC operation is mapped to a single
processor instruction, which consumes exactly one cycle; only then can we describe the cycle count as N cycles
for N MAC operations.

Is this the final cycle count for computing the dot product? Not exactly—in the dot-product case, it also
depends on the number of MAC units that the processor comes with. For example, if the processor consists of
four MAC units, then we require only N/4 cycles to complete the dot product. How is this possible? It is possible
because we can execute four MAC operations in parallel on a four-MAC processor, as the dot product has no flow
dependencies. However, we will have a problem with the data load unless we load 128 bits (four 16-bit words
from array x[] and another four 16-bit words from array y[]) of data to eight 16-bit registers in a single cycle.

For efficient compilation to run on a four-MAC processor, we unroll the dot-product loop in Pcode 1.1 by
four times and reduce the loop count by a factor of 4 as shown in Pcode 1.2. Given that the dot product is a
simple algorithm, most compilers can efficiently map the C code to the assembly language so that the difference
between cycle estimation and actual cycles measured is negligible.



