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Preface

INTENDED AUDIENCE

LEVEL

This book originally grew out of our lecture notes for an “Applied Multivariate
Analysis” course offered jointly by the Statistics Department and the School of
Business at the University of Wisconsin—Madison. Applied Multivariate Statisti-
cal Analysis, Fourth Edition, is concerned with statistical methods for describing
and analyzing multivariate data. Data analysis, while interesting with one variable,
becomes truly fascinating and challenging when several variables are involved.
Researchers in the biological, physical, and social sciences frequently collect mea-
surements on several variables. Modern computer packages readily provide the
numerical results to rather complex statistical analyses. We have tried to provide
readers with the supporting knowledge necessary for making proper interpreta-
tions, selecting appropriate techniques, and understanding their strengths and
weaknesses. We hope our discussions will meet the needs of experimental scien-
tists, in a wide variety of subject matter areas, as a readable introduction to the sta-
tistical analysis of multivariate observations.

Our aim is to present the concepts and methods of multivariate analysis at a level
that is readily understandable by readers who have taken two or more statistics
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courses. We emphasize the applications of multivariate methods and consequently,
have attempted to make the mathematics as palatable as possible. We avoid the use
of calculus. On the other hand, the concepts of a matrix and of matrix manipulations
are important. We do not assume the reader is familiar with matrix algebra. Rather,
we introduce matrices as they appear naturally in our discussions, and we then show
how they simplify the presentation of multivariate models and techniques.

The introductory account of matrix algebra, in Chapter 2, highlights the more
important matrix algebra results as they apply to multivariate analysis. The Chap-
ter 2 supplement provides a summary of matrix algebra results for those with little
or no previous exposure to the subject. This supplementary material helps make
the book self-contained and is used to complete proofs. The proofs may be ignored
on the first reading. In this way we hope to make the book accessible to a wide
audience.

In our attempt to make the study of multivariate analysis appealing to a large
audience of both practitioners and theoreticians, we have had to sacrifice a consis-
tency of level. Some sections are harder than others. In particular, we have sum-
marized a voluminous amount of material on regression in Chapter 7. The resulting
presentation is rather succinct and difficult the first time through. We hope instruc-
tors will be able to compensate for the unevenness in Ievel by judiciously choosing
those sections, and subsections, appropriate for their students and by toning them
down if necessary.

ORGANIZATION AND APPROACH

The methodological “tools” of multivariate analysis are contained in Chapters 5
through 12. These chapters represent the heart of the book but they cannot be
assimilated without much of the material in the introductory Chapters 1 through 4.
Even those readers with a good knowledge of matrix algebra or those willing to
accept the mathematical results on faith should, at the very least, peruse Chapter
3, Sample Geometry, and Chapter 4, Multivariate Normal Distribution.

Our approach in the methodological chapters is to keep the discussion direct
and uncluttered. Typically, we start with a formulation of the population models,
delineate the corresponding sample results, and liberally illustrate everything with
examples. The examples are of two types: those that are simple and whose calcu-
lations can be easily done by hand, and those that rely on real-world data and com-
puter software. These will provide an opportunity to: (1) duplicate our analyses,
(2) carry out the analyses dictated by exercises, or (3) analyze the data using meth-
ods other than the ones we have used or suggested.

The division of the methodological chapters (5 through 12) into three units
allows instructors some flexibility in tailoring a course to their needs. Possible
sequences for a one-semester (two quarter) course are indicated schematically.
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Getting Started
Chapters 14

Inferences About Means Classification and Grouping
Chapters 5-7 Chapters 11 and 12
Amnalysis of Covariance Analysis of Covariance
Structure Structure
Chapters 8-10 Chapters 8-10

Each instructor will undoubtedly omit certain sections from some chapters to
cover a broader collection of topics than is indicated by these two choices.

For most students, we would suggest a quick pass through the first four chap-
ters (concentrating primarily on the material in Chapter 1, Sections 2.1, 2.2, 2.3,
2.5, 2.6, and 3.6, and the “assessing normality” material in Chapter 4) followed by
a selection of methodological topics. For example, one might discuss the compari-
son of mean vectors, principle components, factor analysis, discriminant analysis,
and clustering. The discussions could feature the many “worked out” examples
included in these sections of the text. Instructors may rely on diagrams and verbal
descriptions to teach the corresponding theoretical developments. If the students
have uniformly strong mathematical backgrounds, much of the book can success-
fully be covered in one term.

We have found individual data-analysis projects useful for integrating mate-
rial from several of the methods chapters. Here, our rather complete treatments of
MANOVA, regression analysis, factor analysis, canonical correlation, discriminant
analysis, and so forth are helpful, even though they may not be specifically covered
in lectures.

CHANGES TO THE FOURTH EDITION

New Material. Users of the previous editions will notice that we have
added and updated some examples and exercises, and have expanded the discus-
sions of viewing multivariate data, generalized variance, assessing normality and
transformations to normality, simultaneous confidence intervals, repeated measure
designs, and cluster analysis. We have also added a number of new sections includ-
ing: Detecting Outliers and Data Cleaning (Ch. 4); Multivariate Quality Control
Charts, Difficulties Due to Time Dependence in Multivariate Observations (Ch. 5);
Repeated Measures Designs and Growth Curves (Ch. 6); Multiple Regression
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Models with Time Dependent Errors (Ch. 7); Monitoring Quality with Principal
Components (Ch. 8); Correspondence Analysis (Ch. 12); Biplots (Ch. 12); and Pro-
crustes Analysis (Ch. 12). We have worked to improve the exposition throughout
the text, and have expanded the t-table in the appendix.

Data Disk. Recognizing the importance of modern statistical packages in
the analysis of multivariate data, we have added numerous real-data sets. The full
data sets used in the book are saved as ASCII files on the Data Disk which is pack-
aged with each copy of the book. This format will allow easy interface with exist-
ing statistical software packages and provide more convenient hands-on data
analysis opportunities.

Instructors Solutions Manual.  An Instructors Solutions Manual (ISBN
0-13-834202-4) containing complete solutions to most of the exercises in the book
is available free upon adoption from Prentice Hall.

For information on additional for sale supplements that may be used with the
book or additional titles of interest, please visit the Prentice Hall web site at
www.prenhall.com.
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CHAPTER

Aspects of Multivariate Analysis

1.1 INTRODUCTION

Scientific inquiry is an iterative learning process. Objectives pertaining to the expla-
nation of a social or physical phenomenon must be specified and then tested by
gathering and analyzing data. In turn, an analysis of the data gathered by experi-
mentation or observation will usually suggest a modified explanation of the phe-
nomenon. Throughout this iterative learning process, variables are often added or
deleted from the study. Thus, the complexities of most phenomena require an
investigator to collect observations on many different variables. This book is con-
cerned with statistical methods designed to elicit information from these kinds of
data sets. Because the data include simultaneous measurements on many variables,
this body of methodology is called mulftivariate analysis.

The need to understand the relationships between many variables makes mul-
tivariate analysis an inherently difficult subject. Often, the human mind is over-
whelmed by the sheer bulk of the data. Additionally, more mathematics is required
to derive multivariate statistical techniques for making inferences than in a uni-
variate setting. We have chosen to provide explanations based upon algebraic con-
cepts and to avoid the derivations of statistical results that require the calculus of
many variables. Our objective is to introduce several useful multivariate techniques
in a clear manner, making heavy use of illustrative examples and a minimum of
mathematics. Nonetheless, some mathematical sophistication and a desire to think
quantitatively will be required.

Most of our emphasis will be on the analysis of measurements obtained
without actively controlling or manipulating any of the variables on which the
measurements are made. Only in Chapters 6 and 7 shall we treat a few experi-
mental plans (designs) for generating data that prescribe the active manipulation
of important variables. Although the experimental design is ordinarily the most
important part of a scientific investigation, it is frequently impossible to control
the generation of appropriate data in certain disciplines. (This is true, for exam-

1
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Chap. 1

Aspects of Multivariate Analysis

ple. in business, economics, ecology, geology, and sociology.) You should consult
[7] and [8] for detailed accounts of design principles that, fortunately, also apply
to multivariate situations.

It will become increasingly clear that many multivariate methods are based
upon an underlying probability model known as the multivariate normal distribu-
tion. Other methods are ad hoc in nature and are justified by logical or common-
sense arguments. Regardless of their origin, multivariate techniques must,
invariably, be implemented on a computer. Recent advances in computer technol-
ogy have been accompanied by the development of rather sophisticated statistical
software packages, making the implementation step easier.

Multivariate analysis is a “mixed bag.” It is difficult to establish a classifica-
tion scheme for multivariate techniques that both is widely accepted and indicates
the appropriateness of the techniques. One classification distinguishes techniques
designed to study interdependent relationships from those designed to study
dependent relationships. Another classifies techniques according to the number of
populations and the number of sets of variables being studied. Chapters in this text
are divided into sections according to inference about treatment means, inference
about covariance structure, and techniques for sorting or grouping. This should not,
however, be considered an attempt to place each method into a slot. Rather, the
choice of methods and the types of analyses employed are largely determined by
the objectives of the investigation. Below, we list a smaller number of practical
problems designed to illustrate the connection between the choice of a statistical
method and the objectives of the study. These problems, plus the examples in the
text, should provide you with an appreciation for the applicability of multivariate
techniques across different fields.

The objectives of scientific investigations to which multivariate methods most
naturally lend themselves include the following:

1. Data reduction or structural simplification. The phenomenon being studied is
represented as simply as possible without sacrificing valuable information. It
is hoped that this will make interpretation easier.

2. Sorting and grouping. Groups of “similar” objects or variables are created,
based upon measured characteristics. Alternatively, rules for classifying
objects into well-defined groups may be required.

3. Investigation of the dependence among variables. The nature of the relation-
ships among variables is of interest. Are all the variables mutually indepen-
dent or are one or more variables dependent on the others? If so, how?

4. Prediction. Relationships between variables must be determined for the pur-
pose of predicting the values of one or more variables on the basis of obser-
vations on the other variables.

5. Hypothesis construction and testing. Specific statistical hypotheses, formulated

in terms of the parameters of multivariate populations, are tested. This may
be done to validate assumptions or to reinforce prior convictions.



Sec. 1.2 Applications of Multivariate Techniques 3

We conclude this brief overview of multivariate analysis with a quotation
from F. H. C. Marriott [19], page 89. The statement was made in a discussion of
cluster analysis, but we feel it is appropriate for a broader range of methods. You
should keep it in mind whenever you attempt or read about a data analysis. It
allows one to maintain a proper perspective and not be overwhelmed by the ele-
gance of some of the theory:

If the results disagree with informed opinion, do not admit a simple logical interpre-
tation, and do not show up clearly in a graphical presentation, they are probably
wrong. There is no magic about numerical methods, and many ways in which they can
break down. They are a valuable aid to the interpretation of data, not sausage
machines automatically transforming bodies of numbers into packets of scientific fact.

1.2 APPLICATIONS OF MULTIVARIATE TECHNIQUES

The published applications of multivariate methods have increased tremendously
in recent years. It is now difficult to cover the variety of real-world applications of
these methods with brief discussions, as we did in earlier editions of this book.
However, in order to give some indication of the usefulness of multivariate tech-
niques, we offer the following short descriptions of the results of studies from sev-
eral disciplines. These descriptions are organized according to the categories of
objectives given in the previous section. Of course, many of our examples are mui-
tifaceted and could be placed in more than one category.

Data reduction or simplification

¢ Using data on several variables related to cancer patient responses to radio-
therapy, a simple measure of patient response to radiotherapy was con-
structed. (See Exercise 1.15.)

* Track records from many nations were used to develop an index of perfor-
mance for both male and female athletes. (See [10] and [21].)

¢ Multispectral image data collected by a high-altitude scanner were reduced
to a form that could be viewed as images (pictures) of a shoreline in two
dimensions. (See [22].)

¢ Data on several variables relating to yield and protein content were used to

create an index to select parents of subsequent generations of improved bean
plants. (See [14].)

Sorting and grouping

* Data on several variables related to computer use were employed to create
clusters of categories of computer jobs that allow a better determination of
existing (or planned) computer utilization. (See [2].)



