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Preface

This book describes work towards a more advanced multiple camera tracking
system. The main purpose of all works described in this book is to develop a
motion tracker (referred to as the Industrial tracker in this book) and also to
assess its performance,improve the tracker and explore applications especially for
multi-camera CCTV systems. The overall requirement then gave rise to specific
work in this book: Two trackers (the Industrial tracker and OpenCV 1. 0 blobtracker)
are tested using a set of datasets with a range of challenges, and their
performances are quantitatively evaluated and compared. Then, the performance
of the Industrial tracker has been further improved by adding three new modules:
Ghost elimination, shadow removal and improved Kalman filter. Afterwards, the
improved tracker is used as part of a multi-camera tracking system. Also,
automatic camera calibration methods are proposed to effectively calibrate a
network of cameras with minimum manual support (draw lines features in the
scene image) and a novel scene modelling method is proposed to overcome the
limitations of previous methods. The main contributions of this work to
knowledge are listed as follows:

A rich set of track based metrics is proposed which allows the user to
quantitatively identify specific strengths and weaknesses of an object tracking
system, such as the performance of specific modules of the system or failures
under specific conditions. Those metrics also allow the user to measure the
improvements that have been applied to a tracking system and to compare
performance of different tracking methods. The proposed evaluation framework
was later used in many research projects to measure and compare performances of
a few state of the art detection and tracking algorithms.

For single camera tracking, new modules have been added to the Industrial
tracker to improve the tracking performance and prevent specific tracking
failures. A novel method is proposed by the author to identify and remove ghost
objects. Another two methods are adopted from others to reduce the effect of
shadow and improve the accuracy of tracking.

For multiple camera tracking, a quick and efficient method is proposed for
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automatically calibrating multiple cameras into a single view map based on
homography mapping. Then, vertical axis based approach is used to fuse
detections from single camera views and Kalman filter is employed to track
objects on the ground plane.

Last but not least,a novel method is proposed to automatically learn a 3D
non-coplanar scene model (e. g. multiple levels, stairs, and overpass) by
exploiting the variation of pedestrian heights within the scene. Such method will
extend the applicability of the existing multi-camera tracking algorithm to a
larger variety of environments: Both indoors and outdoors where objects
(pedestrians and/or vehicles) are not constrained to move on a single flat ground
plane, thus extending the application domain of smart CCTV.

The author confirms that the work submitted is his own and that appropriate
credit has been given where reference has been made to others’ work. Some parts
of the work presented in this book have been published or submitted for

publication in the following scientific papers:

Journals:

Yin F,Velastin S A,Ellis T. and Makris,D. 2015. Learning Multi-Planar Scene
Models in Multi-Camera Videos ,in IET computer vision,9 (1) :25-40.

Yin F, Velastin S A, Ellis T and Makris D. 2014. Calibration and object
correspondence in camera networks with widely separated overlapping views ,
in IET computer vision ,DOI:10. 1049/iet-cvi. 2013. 0301.

Yin F, Makris D, Velastin S A, Orwell J. 2010. Quantitative Evaluation of
Dif ferent Aspects of Motion Trackers under Various Challenges, in The
Annals of the BMVA , British Machine Vision Association,(5):1-11.

Yin F,Makris D ,Velastin S A. 2008. Time ef ficient ghost removal for motion
detection in wvisual surveillance systems, in ‘ IET Electronics Letters’,
Institution of Engineering and Technology,. ISSN 0013-5194, 44 (23).
1351-1353.

Conferences:
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List of abbreviations

Blob Binary large object

CCTV Closed Circus Television

CDT Correct Detected Track

CT Closeness of Track

EM Expectation Maximization algorithm
FAT False Alarm Track

FN False Negative

FOV Field of View

FP False Positive

GMM Gaussian Mixture Model

GP Ground Plane

GT Ground Truth

HSV Hue Saturation Value colour space
IDC ID Change

i-LIDS Imagery Library for Intelligent Detection Systems
KF Kalman Filter

LT Latency of the system Track

OpenCV Open Computer Vision library

PAL Phase Alternating Line (TV encoding)
PCA Principal Component Analysis

PETS Performance Evaluation of Tracking and Surveillance
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RGB Red Green Blue colour space
SIFT Scale Invariant Feature Transform
G Track Completeness

TDE Track Distance Error

TDF Track Detection Failure

TF Track Fragmentation

TFL Transport for London

TN True Negative

TP True Positive

VIPER Video Performance Evaluation Resource

Viper-GT Video Performance Evaluation Resource-Ground Truth
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1 Introduction

The main application area of this book is automatic visual surveillance using
single or multiple cameras. Nowadays, the demand of security leads to the
growing need of visual surveillance in many environments and hence tens of
thousands of CCTV cameras have been installed for monitoring public areas in
major cities around the world (London, New York etc. ), especially for public
areas such as train and tube stations, airports, motorways, main streets, car
parks, banks and shopping centres.

Generally speaking, video surveillance systems often have a set of cameras
which send their video signals to display monitors and often at the same time to
either digital or analogue recording devices. Video surveillance systems can
provide more centralized, cost effective and efficient monitoring of traffic and
public areas to ensure security and to prevent crime actions. Figure 1-1 is an
illustration of camera installation in London and the resulting views.

Nowadays, with the increase of processor speeds and reduced hardware costs
it has become applicable to install large networks of CCTV cameras in order to
have a larger visual accessibility of the monitored area. However, this raises the
problem of how to continuously (24 hours),reliably (no misses or false alarms)
and effectively watch over and obtain information from those CCTV video

sequences since there are some limitations for human resources to do so:
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Figure 1-1 Illustration of installation of CCTV cameras (top left) , the control room (top
right) ,and CCTV camera views from the UK i-LIDS dataset (i-LIDS,nd) (bottom)

* On-line: The monitors mainly display trivial and boring events for the
majority of time, it is very likely that a significant percentage of interesting
events are missed by human operators (Wallace et al. ,1998).

» Off-line: Sometimes, it is required to recall an event that occurred during a
specific date and time which is laborious task to look through a huge amount
(several days or months) of video data for human operators.

To overcome the limitations mentioned above and to assist human operators,
a significant amount of research has been done during the last 20 years to
automatically analyze and extract information from digitized video data using
digital image processing and computer vision techniques. Many algorithms have
been developed for automatic object detection, object tracking, system/camera
calibration, event detection, activity/behaviour analysis, face detection/recognition and
object recognition (Hu et al. ,2004).

Although some algorithms have been put into real time surveillance systems
for practical use, current surveillance systems are limited at object tracking and
event detections. For instance, Transport for London (TFL) launched a project
called Image Recognition and Incident Detection (IRID) (Cracknell,2007,2008)
in order to test the performance of existing surveillance systems on the following
criteria: Congestion, stopped vehicles, banned turns, vehicle counting, subway
monitoring etc, The outcome of the project shows poor performance in tracking
based detection (~20% precision) ,clearly showing limitations in capability,

Poor performance is often caused by failure of a specific part of a surveillance
system (e. g. object detection,data association, tracking etc. ) and may be due to

different reasons: Fast illumination changes, non-interesting apparent motion,
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weather conditions,intersection between objects,occlusions etc.

For multiple camera systems, significant amount of manual work is required
for the calibration of each camera view which is not effective at all if the camera is
moved often or a many new cameras are installed. Furthermore, existing camera
calibration methods have an important constraint that all objects must move on a
single coplanar ground plane so that scenes with stairs, overpasses, etc. will
present problems for such methods.

Regarding to the issues mentioned above, this book first investigates existing
methods during the past 10-15 years for object detection and tracking using either
single or multiple cameras, and then proposes new methods for more robust
tracking, more effective camera calibration and quantitative performance
evaluation for both single and multiple camera surveillance systems.

The work presented in this book can provide multiple benefits to current
surveillance systems:Firstly,a tracking based evaluation framework is proposed
for comprehensive evaluation of different aspects of a tracking system (e. g.
object detection, data association, tracking etc) and it can be further used to
identify specific failures of tracking systems and quantitatively measure
improvement that has been done for a tracking system. Secondly,object detection
and tracking will benefit from the addition of new proposed modules to detect
non-interesting apparent motions (referred to as ‘ghosts’). The installation and
maintenance of a surveillance system will be much faster and effective because of
the proposed semi-automatic camera calibration method. Finally,a new algorithm
for automatic learning of a 3D non-coplanar scene model is proposed which can
overcome the constraint of previous tracking methods which assume a single flat
ground plane model.

The work in this book (e. g. automatic motion detection, target tracking,
camera calibration and scene learning) can mainly be used to support smart
CCTYV surveillance to improve public security by detecting crime activities (e. g.
illegal entering of a building, illegal parking etc). In addition to security
applications, the methods proposed in this book can also be used in other
applications such as traffic management (e. g. traffic flow measurement, traffic
accident detection,abandoned items detection) ,medical imaging (e. g. blood flow
detection) ,military tasks (e. g. patrolling national borders, measuring the flow of

refugees) ,and entertainments (e. g. 3D games, Virtual 3D space modelling).
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1.1 Research aims and objectives

The principal aim of this book is to evaluate existing object tracking
algorithms and propose methods for more advanced and effective multi-camera
tracking. The objectives of work described in this book are listed as follows:

» To propose a track based evaluation framework to quantitatively measure
the performance of different aspects of motion® (object) tracking systems. In
addition, it will help to identify possible failures of specific modules of the
tracking system and measure the improvements that applied to it.

+ To provide a motion detection and tracking system which is more accurate
and robust against challenges such as illumination changes, shadows and apparent
motions.

» To provide a framework for multiple camera calibration and object (both
pedestrians and vehicles) tracking across cameras. The method needs to be robust
against segmentation noises, occlusions etc,

» To provide a new scene environment modelling method that is able to
learn a 3D Multi-Planar Scene model (e. g. scenes where multiple levels exists
such as stairs,overpasses and so on).

» To provide quantitative evaluation of state of the art appearance based
pedestrian detection algorithms and give suggestions on advantages and

disadvantages of them.
1.2 Organisation

Chapter 2 presents background information for the context of this book.
Firstly, popular computer vision techniques for motion detection and motion
tracking during last 15 years are investigated. Then, previous works related to
multi-camera calibration and tracking are discussed. Finally, methods for
performance evaluation of object detection and tracking algorithms are discussed.

In chapter 3, a rich set of tracking based metrics is proposed to assess

@ In this work we use the terms “motion detection” and “motion tracking” as they are usually used in
the visual surveillance literature, generally meaning object/foreground detection and object tracking. This

therefore does not preclude detection and tracking of stationary objects.



