i Yeathine: CHINA EDITION

EEI NI FST TSR

Vl'ﬁ‘a:ﬁf"i‘éﬁ*lﬁ

Introductory Econometrics fﬂ.ﬁmfnﬁ\

A Modern Approach | Fifth Edition
(€] ABHE - M. hfER 7 (effrey M. Wooldridge) %

~% CENGAGE
v® Learning'
z

® ¥ 3




@%E‘F#%ﬁﬂﬁiﬁﬁﬂﬁ

225 St

Introductory Econometrics ﬁﬂfﬁiﬂlm

A Modern Approach  Fifth Edition

[36] ZAR¥BH - M. HfERZ (Jeffrey M. Wooldridge) 2

AEXR AR
It 5




Jefirey M. Wooldridge
Introductory Econometrics, Se
EISBN 978-1-285-89213-9

Copyright © 2013 Cengage Learning Asia Pte Ltd.

Original edition published by Cengage Learning. All rights reserved. <35 th 2E572% 3 R4 7] tH . WA,

RENLFT

Tsinghua University Press is authorized by Cengage Leaming to publish and distribute exclusively this custom reprint

edition. This edition is authorized for sale in the People’s Republic of China only (excluding Hong Kong, Macao SAR

and Taiwan). Unauthorized export of this edition is a violation of the Copyright Act. No part of this publication may be

reproduced or distributed by any means, or stored in a database or retrieval system, without the prior written permission

of the publisher.

S R il SR 3 0 ) bR AL e K AL B R AT o b P AR R v AR 0 1 5 4
(AEFEF RN, W ATEX KR EEE) 898, RPN R kS RE T . K2

CH AR TG BT, AN RAE (T X 5 R B AT A B I (R 364

Cengage Learning Asia Pte, Ltd.
5 Shenton Way, # 01-01 UIC Building, Singapore 068808

R TR ZENAFRZICS  EF 01-2013-549] &

AP HEWEE Cengage Learning iz, TAREEREHE,
WALERE, B, ENEEMIE. 010-62782989 13701121933

EBERSE (CIP) $iE
RGeSk A %8 5 B = Introductory econometrics : 3L / (3) 14 B #F(Wooldridge,).M.) %
b5 WEHERE ARAE, 2014
G FELE 0T 5 RSSO EA)
ISBN 978-7-302-35242-6

[. @it I Offie 1. OH-ELHY — SR — 8 — %5 V. OF224.0
ob [ i A [ 34T CIP 30l % 52(2014) 58 011377 5

mEmE: £ F
HEmigt: WER
BRAEENHI: g
HARZTT: AR
P dE: http/www.tup.com.cn, hitps#iwww,.wqbook.com
M dbe AEROEEKEEEAE AR BB 4: 100084
# 2 #Hl: 010-62770175, B W 010-62786544
BRSEERS: 010-62776969, c-service@tup.tsinghua.edu.cn
FERR: 010-62772018, zhiliang@tup.tsinghua.edu.cn

Ep 3 & HHERSEIRIT

2 . SEEERN J

F A& 185mm*230mm El 3. 4175 "

ML M. 201442 A% 1R Bl M. 2014 4E 2 F58 1 XKENRY
Bl # 1-~6000

E = 75.00 L

Fﬁﬁ%: 046721-01



R E - M. {H{EEF(effrey M. Wooldridge)

BEABRMNIZAFELFFEHIR., BEER
HEBHHERFABI=1TRE. 558%
MEENSE. hIkBZAred P. Sloanfft5
REE. NATELFFETMR. Stonei
REXG, hiER (FUELFHRITE) &
%= (Joumnal of Business and Economic
Statistics)| MIHZE, FHET GrEL5F
Y #7%E (Journal of Econometrics) 1 (£
T HEIER) (Review of Economics and
Statistics) HIRZEZ,




NI EMUEFTERUNERES, BEEN ALE TR, FIVELEIMNHNEE
ZEANSRLSTIBCHANSID, BEARZHRMSEINSBHRATEIEREIBER—RI
RYRBTIEENENEE. BEMPMEENEE, A LEEBRIR. AEINRZRT,
HE = XBRNEEN, BATDBZIEPRENBMNLHE2{E, HEPdED,
BIBATRILER. FEN<R. BN, HHRME!

BI R BEERHEIR, Mx 5 RREBSE 14 = (Advanced Panel Data Methods ).
& 17 & (Limited Dependent Variable Models and Sample Selection Corrections ) ]2 18
& (Advanced Time Series Topics ) BUNHSREVEDAS . B ENFEREDHTHTHE
BHREE T RBVREE, RENAENR. B TESSEEHRNEDAE, RITREN=.

BTFRESFINEROBE. ST ESFSREAE, NBPHRIR, 8iE
RSB AEFRDIEPERND TS,

BINEXEFHBHHRNRELTRZNREEEEE, NBRESTTEEREN
BRI

W AEEBLSRIMNREEERNRARY, BRI EWATOR ST
MENEIMIBEB.

BHEAZARRAT
2013.11




2R, PESHRNLEZNREENMAEE—UNS IR RBEREAIR
i, DURESTTERICEIBRIR. TERTmsERNEHRN, KRB RBUNEs. £
7T MCEHENERSE, Fivng 21 tLNPER—TENANNTE, tEeE—
TENFREIER,

#B, BB ERRREFISEIENLTENAE, IEHHBLLR, LHR
20 t4g 90 FHZE, ATRSPEERESER L—IISNERRE/E. DEFERE
RS, NISBESHEREERY ‘BREfmZRE. BEEREELN NEESE,
RENHEIWISER. BN, BRI —LERAXOASHEZERAFANAL
BEEIWRT T KBEBUINGIFERR. CIREAFETEEFH /M, 2000 £, FHRMN%E
REMIL, HT 10 BETITE—RAW, 2001 & 4 BX¥ETTHB _Raile X THIIER
REE THR FRAN—UEEATHIPE/ | ZRREBRENSA, HESIK BRZ
&, BY TR CEA—EFR. AXEEER. 2. BB BERSER,
HAFESEINEIFH ARG, ERERZIERMAZEIRMERHE . SUCAEE
SHNRBED, RMINEEHBE LEENLTEES IS, ENEUBNANEX TERIER
EERANTH, ERERSNICREURETRRNBERINGIFaRKE,

REEEHENARE, HANE. Al IEERENMIN, VWREEME, LRE
—REVKEREREC , IERBERGEE AR ERFA NI HBEATRNERE
ChisBVHE: “BRBEPEREHATEN, BE—ANSEEMZLTO—MRNE, S
BOafTAl, X 3 BPEERSIBRNETEEAT . BEAZST BEFRMEM T EE,
SR F—UIENLFTEBEFROHZAS. HAFR, SoThENER, NEER
FRHELEFR.” (ENRRIER—RN—TEEEM, KEEATZREWNEHE MBA
HERNBRREHZ . RAR, EMNEANRERSSERRAPESRNES TR, BEE
PESEFRNEZFERURT, MEERPELTERAIZSEBRET, NRERSTE,
SN ERIEREIBNES. ENLTRAZHAZ2E0, AENENETEBRS
E—XERKNEWR—EBESAEREINF. SENNDRTINTEED. &R
X—BK, BEARZETBEFRIEANNENRBEHAZNIE, SRHBEME—IRE
FIWNRE, MEBBHSIRURENFISP.




IREFHRZI, RENRCHABRYRREE. EHNREN T RESEMNE KA
BIFEXREN. IMEBREAESHEUWTCNEZFER, MEESNFIBBLELNHNER
ﬂ”%o

HAE, MSEmS, FINEEEINHNERENNZBSTIRCHS, WER
XBMEFR, NERERE. AIERTEEMNS, GEETERNSL. BRSNS
BN sERE ), BREINEKIRESHREMERFIERE, XFEMTEEEEE
BRBIHKEERMENLUE, BIVHIURERIEERBNESLREL. TN FIRLE—
EINBEN, BXAETEINIEEINRERE R, INAIRENERREZIRE
AR, THERZWINENFSERENERU . AR—TAXKTEMEWINRES, 1o
ERBEINPAREROEMXESEAIAEFFEE—FNNE, MEAELPPRSEE
BUSEPRE ). BRI, BTN, B—EINBEMNNSEE, FIZ=E—TFSINSIRR, K
BEIFER, M—EN TEX, FARTRAInE SRR S,

AESZEAENENEN, BMNEEELEAIER RS FINNTALEREWHAR
ENBAELANZIES. TN, BHRENEREANNETRENRELSIEE, R
By BAEIR, RIRTBEERE, IR SIYCRHE, ERIEY SI8RS . NSHE, NTE
MEBIERE. DENFS, —E2ATXURE. TERE. KENUCTIE, X,
B—BJ8EAE “EEEREBSN".

BlE, E@RBIESASRISIRRAE—TBINeER. —AIMRB/DN/ 1135,
2N EF5ET, —REEREEDHDN. BEERSTEIRG IR, BAEERTIE
I —HPHBVSIEBRANST, RIFNIRERR, BME/ I YSERERBBRY. XE—X,
EETURNDBAPNER BERZERIIXEEEXSE—EUREATETE
7o BHE 1997 &, BERFHIRMBAAT, EENREHELHINBEFTNRHM,
MEZEK, ARWRNEBHERS )R, EEEREEZIEHRD.

NI EEGBRERZLTBESFRENEIRRNRE, HATOZEEE MBA IHR
FRAIE ST TEEFRNHINZ HRHE S LSRR, BEARERABRESHED
StEREIHREDSFNRRREIFZHRE, B KATERATLT. SiFeEEs
£ ARG RN RO ERE .

- RTBENEEHESWAEHSSRONADNSZRIRIN T RTRRE. BHEH; R
ENE TN TR A SERNBEOERDZ5:F . REEREENNEEEMN
RIEETEEP,

2 ’fi“é"’a iz

e BHERSPETTEES



PREFACE

My motivation for writing the first edition of Introductory Econometrics: A Modern
Approach was that I saw a fairly wide gap between how econometrics is taught to
undergraduates and how empirical researchers think about and apply econometric methods.
I became convinced that teaching introductory econometrics from the perspective of
professional users of econometrics would actually simphfy the presentauon, in addition to
making the subject much more interesting. 7 St P £

Based on the positive reactions to earlier edmons, it appears that my | huncb was
correct. Many instructors, having a variety of backgrounds and interests and’ tcachmg
students with different levels of preparation, have émbraccd the modern approach to
econometrics espoused in this text. The emphasis in this edition is still on applying econo-
metrics to real-world problems. Each econometric method is n\gguvated by a particular
issue facing researchers analyzing nonexperimental data. The focus in the main text is
on understanding and interpreting the assumptions in light of actual emglln\gg_l applica-
tions: the mathematics required is no mere than college algcbra and basic| probability and
statistics. . espiuse e b ARRE

b “W?ﬁ | (130 fub‘l()re)l ‘h)— Jb»

Organized for Today’s Econometrics Instructor

The fifth edition preserves the overall organization of the fourth. The most noticeable
feature that distinguishes this text from most others is the separation of topics by the kind
of data being analyzed. This is a clear departure from the traditional approach, which
presents a linear model, lists all assumptions that may be needed at some future point
in the analysis, and then proves or asserts results without clearly connecting them to the
assumptions. My approach is first to treat, in Part 1, multiple regression analysis with
cross-sectional data, under the assumption of random sampling. This setting is natural to
students because they are familiar with random sampling from a population in their intro-
ductory statistics courses. Importantly, it allows us to distinguish assumptions made about
the underlying population regression model—assumptions that can be given economic
or behavioral content—from assumptions about how the data were sampled. Discussions
about the consequences of nonrandom sampling can be treated in an intuitive fashion after
the students have a good grasp of the multiple regression model estimated using random
samples.

An important feature of a modern approach is that the explanatory variables—along
with the dependent variable—are treated as outcomes of random variables. For the social
sciences, allowing random explanatory variables is much more realistic than the traditional
assumption of nonrandom explanatory variables. As a nontrivial benefit, the population
model/random sampling approach reduces the number of assumptions that students must
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absorb and understand. Ironically, the classical approach to regression analysis, which
treats the explanatory variables as fixed in repeated samples and is still pervasive in intro-
ductory texts, literally applies to data collected in an experimental setting. In addition, the
contortions required to state and explain assumptions can be confusing to students.

My focus on the population model emphasizes that the fundamental assumptions
underlying regression analysis, such as the zero mean assumption on the unobservable
error term, are properly stated conditional on the explanatory variables. This leads to a
clear understanding of the kinds of problems, such as heteroskedasticity (nonconstant
variance), that can invalidate standard inference procedures. By focusing on the popula-
tion I am also able to dispel several misconceptions that arise in econometrics texts at all
levels. For example, I explain why the usual R-squared is still valid as a goodness-of-
fit measure in the presence of heteroskedasticity (Chapter 8) or serially correlated errors
(Chapter 12); I provide a simple demonstration that tests for functional form should not
be viewed as general tests of omitted variables (Chapter 9); and I explain why one should
always include in a regression model extra control variables that are uncorrelated with the
explanatory variable of interest, which is often a key policy variable (Chapter 6).

Because the assumptions for cross-sectional analysis are relatively straightforward
yet realistic, students can get involved early with serious cross-sectional applications with-
out having to worry about the thorny issues of trends, seasonality, serial correlation, high
persistence, and spurious regression that are ubiquitous in time series regression models.
Initially, I figured that my treatment of regression with cross-sectional data followed by
regression with time series data would find favor with instructors whose own research in-
terests are in applied microeconomics, and that appears to be the case. It has been gratify-
ing that adopters of the text with an applied time series bent have been equally enthusiastic
about the structure of the text. By postponing the econometric analysis of time series data,
I am able to put proper focus on the potential pitfalls in analyzing time series data that
do not arise with cross-sectional data. In effect, time series econometrics finally gets the
serious treatment it deserves in an introductory text.

As in the earlier editions, I have consciously chosen topics that are important for
reading journal articles and for conducting basic empirical research. Within each topic,
I have deliberately omitted many tests and estimation procedures that, while traditionally
included in textbooks, have not withstood the empirical test of time. Likewise, I have
emphasized more recent topics that have clearly demonstrated their usefulness, such
as obtaining test statistics that are robust to heteroskedasticity (or serial correlation) of
unknown form, using multiple years of data for policy analysis, or solving the omitted
variable problem by instrumental variables methods. I appear to have made fairly good
choices, as I have received only a handful of suggestions for adding or deleting material.

I take a systematic approach throughout the text, by which I mean that each topic
is presented by building on the previous material in a logical fashion, and assumptions
are introduced only as they are needed to obtain a conclusion. For example, empirical
researchers who use econometrics in their research understand that not all of the
Gauss-Markov assumptions are needed to show that the ordinary least squares (OLS)
estimators are unbiased. Yet the vast majority of econometrics texts introduce a complete
set of assumptions (many of which are redundant or in some cases even logically con-
flicting) before proving the unbiasedness of OLS. Similarly, the normality assumption is
often included among the assumptions that are needed for the Gauss-Markov Theorem,
even though it is fairly well known that normality plays no role in showing that the OLS
estimators are the best linear unbiased estimators.
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My systematic approach is illustrated by the order of assumptions that I use for
multiple regression in Part 1. This structure results in a natural progression for briefly
summarizing the role of each assumption:

MLR.1: Introduce the population model and interpret the population parameters
(which we hope to estimate).

MLR.2: Introduce random sampling from the population and describe the data that
we use to estimate the population parameters.

MLR.3: Add the assumption on the explanatory variables that allows us to compute the
estimates from our sample; this is the so-called no perfect collinearity assumption.

MLR.4: Assume that, in the population, the mean of the unobservable error does not
depend on the values of the explanatory variables; this is the “mean independence”
assumption combined with a zero population mean for the error, and it is the key
assumption that delivers unbiasedness of OLS.

After introducing Assumptions MLR.1 to MLR.3, one can discuss the algebraic
properties of ordinary least squares—that is, the properties of OLS for a particular set of
data. By adding Assumption MLR.4, we can show that OLS is unbiased (and consistent).
Assumption MLR.5 (homoskedasticity) is added for the Gauss-Markov Theorem and for
the usual OLS variance formulas to be valid. Assumption MLR.6 (normality), which is not
introduced until Chapter 4, is added to round out the classical linear model assumptions.
The six assumptions are used to obtain exact statistical inference and to conclude that the
OLS estimators have the smallest variances among all unbiased estimators.

I use parallel approaches when I turn to the study of large-sample properties and when
I treat regression for time series data in Part 2. The careful presentation and discussion of
assumptions makes it relatively easy to transition to Part 3, which covers advanced top-
ics that include using pooled cross-sectional data, exploiting panel data structures, and
applying instrumental variables methods. Generally, I have strived to provide a unified
view of econometrics, where all estimators and test statistics are obtained using just a few
intuitively reasonable principles of estimation and testing (which, of course, also have rig-
orous justification). For example, regression-based tests for heteroskedasticity and serial
correlation are easy for students to grasp because they already have a solid understanding
of regression. This is in contrast to treatments that give a set of disjointed recipes for out-
dated econometric testing procedures.

Throughout the text, I emphasize ceteris paribus relationships, which is why, after
one chapter on the simple regression model, I move to multiple regression analysis. The
multiple regression setting motivates students to think about serious applications early.
1 also give prominence to policy analysis with all kinds of data structures. Practical top-
ics, such as using proxy variables to obtain ceteris paribus effects and interpreting partial
effects in models with interaction terms, are covered in a simple fashion.

New to This Edition

Some of the changes to the text are worth highlighting. In Chapter 3 I have further
expanded the discussion of multicollinearity and variance inflation factors, which I first
introduced in the fourth edition. Also in Chapter 3 is a new section on the language that
researchers should use when discussing equations estimated by ordinary least squares.
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It is important for beginners to understand the difference between a model and an esti-
mation method and to remember this distinction as they learn about more sophisticated
procedures and mature into empirical researchers.

Chapter 5 now includes a more intuitive discussion about how one should think about
large-sample analysis, and emphasizes that it is the distribution of sample averages that
changes with the sample size; population distributions, by definition, are unchanging.
Chapter 6, in addition to providing more discussion of the logarithmic transformation as
applied to proportions, now includes a comprehensive list of considerations when using
the most common functional forms: logarithms, quadratics, and interaction terms.

Two important additions occur in Chapter 7. First, I clarify how one uses the sum of squared
residual F test to obtain the Chow test when the null hypothesis allows an intercept differ-
ence across the groups. Second, I have added Section 7.7, which provides a simple yet general
discussion of how to interpret linear models when the dependent variable is a discrete response.

Chapter 9 includes more discussion of using proxy variables to account for omitted,
confounding factors in multiple regression analysis. My hope is that it dispels some mis-
understandings about the purpose of adding proxy variables and the nature of the result-
ing multicbllincarity. In this chapter I have also expanded the discussion of least absolute
deviations estimation (LAD). New problems—one about detecting omitted variables bias
and one about heteroskedasticity and LAD estimation—have been added to Chapter 9;
these should be a good challenge for well-prepared students.

The appendix to Chapter 13 now includes a discussion of standard errors that are
robust to both serial correlation and heteroskedasticity in the context of first-differencing
estimation with panel data. Such standard errors are computed routinely now in applied
microeconomic studies employing panel data methods. A discussion of the theory is
beyond the scope of this text but the basic idea is easy to describe.

Chapter 15, on instrumental variables estimation, has been expanded in several ways.
The new material includes a warning about checking the signs of coefficients on instru-
mental variables in reduced form equations, a discussion of how to interpret the reduced
form for the dependent variable, and—as with the case of OLS in Chapter 3—emphasizes
that instrumental variables is an estimation method, not a “model.”

Targeted at Undergraduates, Adaptable
for Master’s Students

The text is designed for undergraduate economics majors who have taken college algebra
and one semester of introductory probability and statistics. A one-semester or one-quarter
econometrics course would not be expected to cover all, or even any, of the more
advanced material in Part 3. A typical introductory course includes Chapters 1 through 8,
which cover the basics of simple and multiple regression for cross-sectional data. Provided
the emphasis is on intuition and interpreting the empirical examples, the material from the
first eight chapters should be accessible to undergraduates in most economics
departments. Most instructors will also want to cover at least parts of the chapters on
regression analysis with time series data, Chapters 10, 11, and 12, in varying degrees of
depth. In the one-semester course that I teach at Michigan State, I cover Chapter 10 fairly
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carefully, give an overview of the material in Chapter 11, and cover the material on
serial correlation in Chapter 12. I find that this basic one-semester course puts
students on a solid footing to write empirical papers, such as a term paper, a senior
seminar paper, or a senior thesis. Chapter 9 contains more specialized topics that arise in
analyzing cross-sectional data, including data problems such as outliers and nonrandom
sampling; for a one-semester course, it can be skipped without loss of continuity.

The structure of the text makes it ideal for a course with a cross-sectional or pol-
icy analysis focus: the time series chapters can be skipped in lieu of topics from
Chapters 9, 13, or 15. Chapter 13 is advanced only in the sense that it treats two new data
structures: independently pooled cross sections and two-period panel data analysis. Such
data structures are especially useful for policy analysis, and the chapter provides several
examples. Students with a good grasp of Chapters 1 through 8 will have little difficulty
with Chapter 13. A good way to end a course on cross-sectional methods is to cover the
rudiments of instrumental variables estimation in Chapter 15.

I have used selected material in Part 3, including Chapters 13, and 15, in a senior
seminar geared to producing a serious research paper. Along with the basic one-
semester course, students who have been exposed to basic panel data analysis, instrumen-
tal variables estimation, and limited dependent variable models are in a position to read
large segments of the applied social sciences literature.

The text is also well suited for an introductory master’s level course, where the empha-
sis is on applications rather than on derivations using matrix algebra. Several instructors
have used the text to teach policy analysis at the master’s level. For instructors wanting to
present the material in matrix form, Appendice E is self-contained treatment of the
multiple regression model in matrix form.

At Michigan State, PhD students in many fields that require data analysis—including
accounting, agricultural economics, development economics, economics of education,
finance, international economics, labor economics, macroeconomics, political science,
and public finance—have found the text to be a useful bridge between the empirical work
that they read and the more theoretical econometrics they leamn at the PhD level.

- Design Features

Numerous in-text questions are scattered throughout, with answers supplied in
Appendix F. These questions are intended to provide students with immediate feedback.
Each chapter contains many numbered examples. Several of these are case studies drawn
from recently published papers, but where [ have used my judgment to simplify the
analysis, hopefully without sacrificing the main point.

The end-of-chapter problems and computer exercises are heavily oriented toward
empirical work, rather than complicated derivations. The students are asked to reason
carefully based on what they have learned. The computer exercises often expand on the
in-text examples. Several exercises use data sets from published works or similar data sets
that are motivated by published research in economics and other fields.
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A pioneering feature of this introductory econometrics text is the extensive glossary.
The short definitions and descriptions are a helpful refresher for students studying for
exams or reading empirical research that uses econometric methods. I have added and
updated several entries for the fifth edition.

Data Sets—Available in Six Formats

This edition adds R data set as an additional format for viewing and analyzing data. In response
to popular demand, this edition also provides the Minitab® format. With more than 100 data
sets in six different formats, including Stata®, EViews®, Minitab®, Microsoft® Excel, R, and
TeX, the instructor has many options for problem sets, examples, and term projects. Because
most of the data sets come from actual research, some are very large. Except for partial lists of
data sets to illustrate the various data structures, the data sets are not reported in the text. This
book is geared to a course where computer work plays an integral role.

Instructor Supplements

Insiructor’s Manual with Solutions

The Instructor’s Manual with Solutions contains answers to all problems and exercises,
as well as teaching tips on how to present the material in each chapter. The instructor’s
manual also contains sources for each of the data files, with many suggestions for how to
use them on problem sets, exams, and term papers. This supplement is available online
only to instructors at http://login.cengage.com.

PowerPoint Slides

Exceptional new PowerPoint® presentation slides, created specifically for this edition,
help you create engaging, memorable lectures. You’ll find teaching slides for each chapter
in this edition, including the advanced chapters in Part 3. You can modify or customize the
slides for your specific course. PowerPoint® slides are available for convenient download
on the instructor-only, password-protected portion of the book’s companion website at
http://login.cengage.com.

Scientific Word Slides

Developed by the author, new Scientific Word® slides offer an alternative format
for instructors who prefer the Scientific Word® platform, the word processor created
by MacKichan Software, Inc. for composing mathematical and technical documents
using LaTeX typesetting. These slides are based on the author’s actual lectures and
are available in PDF and TeX formats for convenient download on the instructor-

. only, password-protected section of the book’s companion website at http://login.
cengage.com.
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Test Bank

In response to user requests, this edition offers a brand new Test Bank written by the
author to ensure the highest quality and correspondence with the text. The author has cre-
ated Test Bank questions from actual tests developed for his own courses. You will find
a wealth and variety of problems, ranging from multiple-choice, to questions that require
simple statistical derivations to questions that require interpreting computer output. The
Test Bank is available for convenient download on the instructor-only, password-protected
portion of the companion website at http://login.cengage.com.

Suggestions for Designing Your Course

I have already commented on the contents of most of the chapters as well as possible
outlines for courses. Here I provide more specific comments about material in chapters
that might be covered or skipped:

Chapter 9 has some interesting examples (such as a wage regression that includes IQ
score as an explanatory variable). The rubric of proxy variables does not have to be for-
mally introduced to present these kinds of examples, and I typically do so when finishing
up cross-sectional analysis. In Chapter 12, for a one-semester course, I skip the material
on serial correlation robust inference for ordinary least squares as well as dynamic models
of heteroskedasticity.

Even in a second course I tend to spend only a little time on Chapter 16, which cov-
ers simultaneous equations analysis. I have found that instructors differ widely in their
opinions on the importance of teaching simultaneous equations models to undergraduates.
Some think this material is fundamental; others think it is rarely applicable. My own view
is that simultaneous equations models are overused (see Chapter 16 for a discussion).
If one reads applications carefully, omitted variables and measurement error are much
more likely to be the reason one adopts instrumental variables estimation, and this is
why I use omitted variables to motivate instrumental variables estimation in Chapter 15.
Still, simultaneous equations models are indispensable for estimating demand and supply
functions, and they apply in some other important cases as well.

Chapter 19, which would be added to the syllabus for a course that requires a term
paper, is much more extensive than similar chapters in other texts. It summarizes some
of the methods appropriate for various kinds of problems and data structures, points out
potential pitfalls, explains in some detail how to write a term paper in empirical
economics, and includes suggestions for possible projects.
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people on this list, and I continue to mull over other specific suggestions made by one or
more reviewers.

Many students and teaching assistants, too numerous to list, have caught mistakes in
earlier editions or have suggested rewording some paragraphs. I am grateful to them.

As always, it was a pleasure working with the team at South-Western/Cengage
Learning. Mike Worls, my longtime acquisitions editor, has learned very well how to
guide me with a firm yet gentle hand. Julie Warwick has quickly mastered the difficult
challenges of being the developmental editor of a dense, technical textbook. Julie’s
careful reading of the manuscript and fine eye for detail have improved this fifth edition
considerably.

Jean Buttrom did a terrific job as production manager and Karunakaran Gunasekaran
at PreMediaGlobal professionally and efficiently oversaw the project management and
typesetting of the manuscript.
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Preface

Special thanks to Martin Biewen at the University of Tiibingen for creating the origi-
nal Powerpoint slides for the text. Thanks also to Francis Smart for assisting with the
creation of the R data sets.

This book is dedicated to my wife, Leslie Papke, who contributed materially to this
edition by writing the initial versions of the Scientific Word slides for the chapters in
Part 3; she then used the slides in her public policy course. Our children have contrib-
uted, too: Edmund has helped me keep the data handbook current, and Gwenyth keeps us
entertained with her artistic talents.

Jeffrey M. Wooldridge



