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Preface

The field of computational biology, or bioinformatics as it is often called, was born just
a few years ago. It is difficult to pinpoint its exact beginnings, but it is easy to see that
the field is currently undergoing rapid, exciting growth. This growth has been fueled by
a revolution in DNA sequencing and mapping technology, which has been accompanied
by rapid growth in many related areas of biology and biotechnology. No doubt many
exciting breakthroughs are yet to come. All this new DNA and protein sequence data
brings with it the tremendously exciting challenge of how to make sense of it: how to
turn the raw sequences into information that will lead to new drugs, new advances in
health care, and a better overall understanding of how living organisms function. One of
the primary tools for making sense of this revolution in sequence data is the computer.
Computational biology is all about how to use the power of computation to model and
understand biological systems and especially biological sequence data.

This book is an attempt to bring together in one place some of the latest advances
in computational biology. In assembling the book, we were particularly interested in
creating a volume that would be accessible to biologists (as well as computer scientists
and others). With this in mind, we have included tutorials on many of the key topics
in the volume, designed to introduce biological scientists to some of the computational
techniques that might otherwise be unfamiliar to them. Some of those tutorials appear as
separate, complete chapters on their own, while others appear as sections within chapters.
We also want to encourage more computer scientists to get involved in this new field, and
with them in mind we included tutorial material on several topics in molecular biology
as well. We hope the result is a volume that offers something valuable to a wide range
of readers. The only required background is an interest in the exciting new field of
computational biology.

The chapters that follow are broadly grouped into three sections. Loosely speaking,
these can be described as an introductory section, a section on DNA sequence analysis,
and a section on proteins. The introductory section begins with an overview by Searls of
some of the main challenges facing computational biology today. This chapter contains a
thought-provoking description of problems ranging from gene finding to protein folding,
explaining the biological significance and hinting at many of the computational solutions
that appear in later chapters. Searls’ chapter should appeal to all readers. Next is
Salzberg’s tutorial on computation, designed primarily for biologists who do not have a
formal background in computer science. After reading this chapter, biologists should find
many of the later chapters much more accessible. The following chapter, by Fasman and
Salzberg, provides a tutorial for the other main component of our audience, computational
scientists (including computer scientists, mathematicians, physicists, and anyone else who
might need some additional biological background) who want to understand the biology
that underlies all the research problems described in later chapters. This tutorial introduces
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the non-biologist to many of the terms, concepts, and mechanisms of molecular biology
and sequence analysis.

The second of the three major sections contains work primarily on DNA and RNA
sequence analysis. Although the techniques covered here are not restricted to DNA
sequences, most of the applications described here have been applied to DNA.

Krogh’s chapter begins the section with a tutorial introduction to one of the hottest
techniques in computational biology, hidden Markov models (HMMs). HMMs have been
used for a wide range of problems, including gene finding, multiple sequence alignment,
and the search for motifs. Krogh covers only one of these applications, gene finding, but
he first gives a cleverly non-mathematical tutorial on this very mathematical topic.

The chapter by Overton and Haas describes a case-based reasoning approach to
sequence annotation. They describe an informatics system for the study of gene
expression in red blood cell differentiation. This type of specialized information resource
is likely to become increasingly important as the amount of data in GenBank becomes
ever larger and more diverse.

The chapter by States and Reisdorf describes how to use sequence similarity as the
basis for sequence classification. The approach relies on clustering algorithms which
can, in general, operate on whole sequences, partial sequences, or structures. The
chapter includes a comprehensive current list of databases of sequence and structure
classification.

Xu and Uberbacher describe many of the details of the latest version of GRAIL, which
for years has been one of the leading gene-finding systems for eukaryotic data. GRAILs
latest modules include the ability to incorporate sequence similarity to the expressed
sequence tag (EST) database and a nice technique for detecting potential frameshifts.

Burge gives a thorough description of how to model RNA splicing signals (donor and
acceptor sites) using statistical patterns. He shows how to combine weight matrix methods
with a new tree-based method called maximal dependence decomposition, resulting in a
splice site recognizer that is state of the art. His technique is implemented in GENSCAN,
currently the best-performing of all gene-finding systems.

Parsons’ chapter includes tutorial material on genetic algorithms (GAs), a family of
techniques that use the principles of mutation, crossover, and natural selection to “evolve”
computational solutions to a problem. After the tutorial, the chapter goes on to describe
a particular genetic algorithm for solving a problem in DNA sequence assembly. This
description serves not only to illustrate how well the GA worked, but it also provides a
case study in how to refine a GA in the context of a particular problem.

Salzberg’s chapter includes a tutorial on decision trees, a type of classification algorithm
that has a wide range of uses. The tutorial uses examples from the domain of eukaryotic
gene finding to make the description more relevant. The chapter then moves on to a
description of MORGAN, a gene-finding system that is a hybrid of decision trees and
Markov chains. MORGAN’s excellent performance proves that decision trees can be applied
effectively to DNA sequence analysis problems.

Wei, Chang, and Altman’s chapter describes statistical methods for protein structure
analysis. They begin with a tutorial on statistical methods, and then go on to describe
FEATURE, their system for statistical analysis of protein sequences. They describe
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several applications of FEATURE, including characterization of active sites, generation
of substitution matrices, and protein threading.

Protein threading, or fold recognition, is essentially finding the best fit of a protein
sequence to a set of candidate structures for that sequence. Lathrop, Rogers, Bienkowska,
Bryant, Buturovi¢, Gaitatzes, Nambudripad, White, and Smith begin their chapter with a
tutorial section that describes what the problem is and why it is “hard” in the computer
science sense of that word. This section should be of special interest to those who want
to understand why protein folding is computationally difficult. They then describe their
threading algorithm, which is an exhaustive search method that uses a branch-and-bound
strategy to reduce the search space to a tractable (but still very large) size.

Jones’ chapter describes THREADER, one of the leading systems for protein threading.
He first introduces the general protein folding problem, reviews the literature on fold
recognition, and then describes in detail the so-called double dynamic programming
approach that THREADER employs. Jones makes it clear how this intriguing problem
combines a wide range of issues, from combinatorial optimization to thermodynamics.

The chapter by Wolfson and Nussinov presents a novel application of geometric
hashing for predicting the possibility of binding, docking and other forms of biomolecular
interaction. Even when the individual structures of two molecules are accurately modeled,
it remains computationally difficult to predict whether docking or binding are possible.
Thus, this method naturally complements the work on structure prediction described in
other chapters.

The chapter by Kasif and Delcher uses a probabilistic modeling approach similar to
HMMs, but their formalism is known as probabilistic networks or Bayesian networks.
These networks have slightly more expressive power and in some cases a more compact
representation. For sequence analysis tasks, the probabilistic network approach allows one
to model features such as motif lengths, gap lengths, long term dependencies, and the
chemical properties of amino acids.

Finally, the end of the book contains some reference materials that all readers should
find useful. The first appendix contains a list of Internet resources, including most of
the software described in the book. This list is also available on a Web page whose
address is given in the appendix. The Web page will be kept up to date long after
the book’s publication date. The second appendix contains an annotated bibliographical
list for further reading on selected topics in computational biology. Some of these
references, each of which contains a very short text description, point to more technical
descriptions of the systems in the book. Others point to well-known or landmark papers
in computational biology which would be of interest to anyone looking for a broader
perspective on the field.

Steven Salzberg
David Searls

Simon Kasif
Baltimore, Maryland
October 1997
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