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Chapter 1

Introduction

Iterative learning control (ILC) is a method for improving the tracking performance
of systems or processes that operate repetitively over a fixed finite time interval. A
tracking problem considers the task, that a desired output signal of the system under
consideration is given, and one tries to determine suitable inputs or controls to that
system, such that the desired output is reproduced or tracked either perfectly or ’as
well as possible’.

The idea of ILC is to learn from the output errors of the previous iteration, i.e. the
difference between the desired output signal and the output signal which was ob-
tained by applying an input signal to the system. Learning means, that one modifies
the input applied to the system in the previous iteration according to an input update
law, which makes use of the knowledge of the input as well as of the resulting out-
put error of that previous iteration, in order to obtain a new input, which is applied
to the system in the next iteration. In other words, in time domain based ILC, we
derive the input trajectory u1(t), t € T, where 7 denotes the finite time interval,
in the (k+ 1)-th iteration according to an update law of the general form

W1 (1) = F (ug(r), €x(1), &(r))
for continuous time systems, resp. an update law of the general form
Wi (1) = F(ue(t), e(r), e(t 1))

for discrete time systems. Thereby uy(-) denotes the input and e, (-) denotes the out-
put error signal of the k—th iteration. Some common input update laws, which are
also considered in the underlying thesis, are so—called P-type, D-type and PD—type
input update laws. We refer to chapter 3 for more details.

Besides time domain based ILC schemes, frequency domain related ILC schemes
are considered in iterative learning control related literature (see e.g. [Goh94],
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[PS90], [AT96], [dRI6], [GY96], [Nor00], [NGO2], [JVS03]). In the underlying
thesis we will be concerned with the development and analysis of a new specific
time domain based iterative learning control scheme.

The natural approach of iterative learning differs from other control schemes, e. g.
such as PID or %, feedback control, which are not able to take the history of the
output error over the iterations into account. The feedback approaches, apart form
adaptive control schemes, will derive the same tracking quality in each iteration, but
they are not able to improve their performance over the iterations. Besides being a
technique for improving the tracking performance, iterative learning control is also
used to improve the transient response properties of repetitively executing systems.

These advantages have led to an increasing popularity of iterative learning control
over the last twenty years. According to most of the existing publications related
to ILC, the origin of iterative learning control lies in 1984, where Arimoto, Kawa-
mura and Miyazaki published [AKM84a] and [AKM84b]. In some publications,
as e. g. in [M0093] and in particular in [Ari98], Uchiyama’s article [Uch78], which
was published in Japanese in 1978, is denoted as the origin of ILC. Since 1984,
ILC has gained considerable attention and a variety of publications concerning the
theory and the application are available. We cannot cite all the various publications,
but we want to point out some specific ones, namely [Mo092], [Mo093], [BX98],
[CW99], [M0099], [Lon00], [PLMO00], [AS02], [XT03], which might give a good
overview of the research on iterative learning control over the past twenty years.
The recent publications of some books, e.g. [BX98], [CW99], [AS02], [XT03],
and pre-master, master, diploma and PhD-thesis, e. g. [Eic96], [Sch96], [Leh97],
[Hua99], [Nor00], [Sch00], [Sca01], [Egl02], [Hin02], [Hit04], as well as the fact
that the International Journal of Control published a special issue on iterative learn-
ing control in volume 73 in the year 2000, shows that some vital research in the field
of iterative learning control is ongoing.

Typical fields of application for ILC schemes are, among many others, e. g. robotic
and motion systems, ([AKM84b], [BCG88], [KLN92], [LLB93], [NG99] [TCHO00],
[CHO00], [dRB00], [Sch00], [Sca01]), piezoelectric tube scanners ([Hin02]), and test
rigs for durability testing in automotive industry ([J*98], [JV02], [JVS03]).

In durability testing in the automotive industry, and in particular in durability test-
ing of a full car, a half car, or a quarter car, one mounts the corresponding object
onto a durability test rig and one tries to ’shake’ the object in such a way, that the
resulting forces, which are measured at some specific points at the wheels, are sim-
ilar to some forces one recorded e. g. during a test drive on a rough road. In other
words, one tries to track the forces measured during the test ride and therefore one
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has to determine suitable inputs for the test rig, which, depending on the specific

automotive test rigs are shown in figure 1, and we refer to [DP01] and [DWO04] for
more details related to the test rigs.

Figure 1.1: Test rigs in automotive industry

A standard, frequency domain based, iterative learning control scheme applied in
industry, which is denoted as *Time Waveform Replication” or shorthand 'TWR’,
is described in [J798] and [JVS03]. It is based on a nonparametric linear model
of the system, which is given in terms of a truncated frequency response func-
tion (FRF), denoted by G(jw), that is calculated over a finite set of frequencies
® € {Ominy . - -y Omax }. We refer to [JVS03] for more details. The input update is
calculated in frequency domain, using the FRF and the discrete Fourier transform
(DFT), according to the update law

Urs1(jo0) = Ux(jo) + QG (joo) ' Ex(jo),
where QO is a diagonal scaling matrix with diagonal elements in (0,1). We refer to

[IVS03] for a detailed description of the algorithm.

The TWR algorithm is based on a linear model, and possesses some robustness
properties with respect to model uncertainties and possible nonlinearities of the
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system under consideration. If the system’s nonlinearities exceed the robustness
bounds, then the TWR scheme might diverge, i. e. the output error might increase
over the iterations. This effect is illustrated in chapter 5 of the underlying thesis.
If divergence of linear model based TWR schemes occurs, then one possible way
to overcome this problem is to move the operating point in which the FRF was
derived, and then to consider another linear model, represented by the new FRF
obtained in the new operating point. But the TWR scheme, based on the new linear
model, might also diverge and the currently applied procedure of finding a suitable
operating point, which might not even be guaranteed to exist, is, at least up to now,
rather of a trial and error type and only experienced engineers are able to determine
suitable operating points, provided that such suitable operating points exists.

If one cannot overcome the divergence problem by an adjustment of the operating
point resp. the FRF, then one has to modify resp. extend the model class under con-
sideration, i.e. one has to consider nonlinear models instead of linear ones. But in
general, deriving adequate nonlinear physical models for the complex systems un-
der consideration is likely to be too time consuming and too expensive, in particular
for a commercially oriented company. Moreover, in general, the derived nonlinear
model cannot describe the system exactly, and a model error is likely to remain.
On the other hand, the majority of the existing research results for iterative learning
control applied to nonlinear systems are restricted in the sense that the system resp.
the model has to be of a specific structure (see also remark 2.8 in chapter 2), and the
derived convergence conditions depend on the exact knowledge of the output equa-
tion resp. the partial derivatives related to the output equation (see e.g. [H"92],
[ACK93], [JCA95], [SW99]). This is in particular a problem, if the model does not
describe the system exactly and differences with respect to the partial derivatives
between the system and the model occur.

The approach chosen in the underlying thesis has the potential to overcome these
difficulties. The class of nonlinear models considered in the underlying thesis is
known as the class of operating regime based local model networks, or shorthand
as the class of local model networks (LMN). In a local model network, local mod-
els of the system, which are valid only within some subset of the systems entire
operating space, are combined to form a global nonlinear model in order to cover
the entire operating space. We restrict ourselves to the typical case, i.e. the consid-
eration of linear local models. This modelling approach can be viewed as a rather
new topic in literature related to modelling of nonlinear systems, and main con-
tributions to this field, which are important for the underlying thesis, are e.g. the
PhD-thesis of Johansen ([Joh94] and Angelis ([Ang01]), which were published in
1994 resp. in 2001. Combining different local linear models to a global nonlinear
model is likely to be acceptable from an industrial point of view, as the experi-
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enced engineer, as noted above, already gained some knowledge in the sense that
linear models, derived in different operating points, may deliver saiisfaciory resulis.
Moreover, besides the acceptable modelling procedure, the stability resp. conver-
gence conditions, that will be derived in the underlying thesis, will not depend on
any derivative related to the system’s output equation, and we will be able to de-
velop robust synthesis procedures for the free parameters in the input update law.

The organization and the contributions of the thesis, in which we combine the two
rather young approaches of iterative learning control and operating regime based
local model networks, are as follows:

In chapter 2, we introduce the concept of local model networks and we investigate
the approximation properties of these models. Moreover, some specific classes of
local model networks are pointed out.

A major part of the thesis’s contributions can be found in chapter 3, where the anal-
ysis of the stability and convergence properties of some iterative learning control
schemes applied to nonlinear systems, based on a local model network description
together with the corresponding model error, is carried out. We consider continu-
ous time systems as well as discrete time systems, and the analysis is based on the
sup—norm as well as on the A— resp. the o.—norm. The entire results derived in this
chapter are new, and hence they can be viewed as a considerable contribution to the
field of iterative learning control. We refer to the various comments in chapter 3 for
more details about the corresponding contributions.

In chapter 4, we develop, based on the stability resp. convergence conditions de-
rived in chapter 3, synthesis schemes for the determination of the free parameters
in the various input update laws under consideration, in order to fulfill the corre-
sponding conditions. The entire results of this chapter are new and hence comprise
the second major part of the thesis’ contributions to the field of iterative learning
control.

In chapter 5, we investigate an example of a nonlinear spring—mass—damper system,
where the standard TWR approach fails in the sense that it leads to divergence, and
the iterative learning control scheme developed in the underlying thesis, which is
based on an operating regime based local model network of the nonlinear system,
converges.

Finally, in chapter 6, a summary and an outlook are given.
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Chapter 2

An Operating Regime Based
Approach to Nonlinear Modelling

Describing a dynamical system by means of a mathematical model constitutes an
essential basis for the analysis and simulation of the systems’s behavior, for the im-
provement of the underlying system by selective modification or for the design of a
suitable control strategy. A variety of model structures and classes, such as linear
and nonlinear or white, black and grey box models are well known. The applica-
bility of the different model types depends on the available information, such as
physical knowledge of the system and measured data, the desired application, such
as simulation or controller design, and the required accuracy. Any model may, es-
pecially if the dynamical system under consideration is nonlinear, only be accurate
under certain conditions, i.e. it will have a limited range of validity, which might
depend e. g. on the modelling assumptions, the model structure or the experimental
conditions during the data acquisition. A model which has a range of validity equal
to the full operating range of the system is called a global model, as opposed to a
local model, which is valid only in a so—called operating regime, a subset of the
operating range.

In this chapter we introduce a modelling framework, which combines a number of
local models in order to obtain a global model for a given nonlinear dynamical sys-
tem. This model class is called a local model network (LMN). In the underlying
work we are primarily concerned with the situation that the local models are linear
models. It should be mentioned, that the underlying concept appears in the liter-
ature under many different guises. We refer to section 2.4 for a survey on related
denotations and approaches.

The advantage of the LMN approach is, as we will see in the subsequent sections,
that it provides a suitable, practical relevant framework for modelling complex non-
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linear systems. Therefore we have chosen this model class as a basis for the de-
velopment, anaiysis and design of iterative learning control schemes for nonlinear
dynamical systems, denoted as operating regime based iterative learning control
(ORBILC), which will be presented in the subsequent chapters.

The aim of the current chapter, which is mainly based on [Joh94] and [Ang01], is
to give an overview of some important aspects of local model networks and to im-
part the intuitive feeling for this modelling approach. Thereby we omit a detailed
introduction into the mathematical framework of system theory, and we assume
that the reader possesses some required basic knowledge, which can be found in
corresponding literature (see e. g. [Kha96], [Unb97], [Son98], [Unb98]). The orga-
nization of this chapter is a follows: In section 2.1 we will introduce the main ideas
of the local model network (LMN) approach. The approximation capabilities of the
LMN framework will be investigated in more detail in section 2.2. The first two sec-
tions basically will focus on the approximation of static nonlinear functions. Some
specific classes of dynamical LMNs will be listed in section 2.3. Thereby the global
state LMNs are of particular importance, as they provide the basis of the operat-
ing regime based iterative learning control approach. Note that the approximation
properties of the dynamical LMNs will not be treated in detail, as in the ORBILC
framework we will only require some information about the approximation proper-
ties of LMNs applied to the static functions describing the right hand sides of the
nonlinear state space models, i. e. the functions describing the state and the output
equation of the underlying nonlinear model. A literature survey on LMNs and re-
lated approaches, the modelling procedures and control strategies based on LMNs
will be provided in section 2.4. A summary will be given in section 2.5.

2.1 Basis Concept of Local Model Networks

The intention of this section is to impart the concept of the LMN. At this stage, we
widely omit rigorous mathematical precision concerning some terms like *validity’,
"accurate’ and others, as we want to give an intuitive introduction to the LMN ap-
proach. A more detailed analysis will be given in section 2.2.

Consider a nonlinear system of the form

y(r) = £(y(r)), 2.1

where 7T is a time set , e.g. 7 = [0,=) in the continuous time case or 7 = Az - Zar
with sampling time Az in the discrete time case, ¥ : T — ‘¥ is an input function,
where ¥ C R? is called input set or operating space, and f: ¥ — Y C R? is a non-
linear function. y(r) € ¥ is called the operating vector or information vector and



