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Preface

This book originates from the research of Ching-man Au Yeung while he was
a research student working with Ho-fung Leung at The Chinese University
of Hong Kong. In the beginning, we were motivated to study knowledge
representation mechanisms by the rapid development of the Semantic Web
in recent years and the fact that ontologies had been widely used to model
various concepts and objects on the Web. However, we found that existing
ontology models were not fully capable of modeling concepts and objects in
a way that was compatible with the human thinking process, and therefore
we considered that better ontology models were needed.

To understand how human perceives concepts and objects, we sought
inspirations from studies in cognitive psychology. Cognitive psychology is a
subject in psychology that explores human mental processes, and has a close
relationship with artificial intelligence. Much research has been carried out in
cognitive psychology to study how human perceives concepts and performs
categorization. We were in particular attracted to the concept of typicality.

According to studies in cognitive psychology, human usually considers
some objects to be better examples of a given concept than the others. Even
though objects in a particular concept all possess the necessary properties
that define the concept, some objects may still be perceived as more typical
examples than the others with respect to the concept in question. This is
known as the ‘typicality effect.” This effect is particularly interesting because
its nature is mostly psychological, and in many cases it has almost nothing
to do with the definition of a concept. Hence, typicality effect is different
from concept fuzziness, which concerns with concepts that have no clear
boundaries, such as ‘tall man,” ‘high building’ and ‘high temperature.’

After reviewing the cognitive psychology literature, we believed that it
would be beneficial to incorporate typicality into existing ontology models,
as a complementary measure to existing fuzzy membership degrees. The re-
sult of this research is the first fuzzy ontology model we described in this
book. This model provides a number of features. Firstly, it allows concepts
and objects to be defined by properties with different weights. It also pro-
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vides a mechanism to measure object membership when the concept is fuzzy.
Moreover, it provides a mechanism to construct a prototype for a concept,
which can be used to measure typicality of different objects with respect to
the given concept. The model is the first to allow modeling of both concept
fuzziness and typicality effect at the same time.

This first model was further developed by Yi Cai while he was a PhD
student of Leung at The Chinese University of Hong Kong. After some in-
vestigations, we found that there was a limitation in the first model. More
specifically, we found that a single-prototype model of concepts was not al-
ways enough to represent a concept and a single-characteristic vector was not
always enough to define a concept. For example, for the concept of ‘vehicle,’
there are at least three different prototypes: land vehicle, watercraft, and
aircraft. It would be odd to artificially create a single prototype for ’vehicle’
that combines possesses all the salient features of land vehicles, watercrafts,
and aircrafts, which would only result in something very odd. Cai and Leung
found in the literature of cognitive psychology the idea of multiple-prototype
concepts, which was used to extend the first model to a fuzzy ontology model
that could overcame the limitation of the first model. Other issues, such as
property hierarchy, context effects, property importance and priority, were
investigated and solutions were formally incorporated into the models.

To investigate the usefulness of object typicality in real life applications,
we looked into recommender systems from new perspectives that take into
account object typicality. We noticed that existing collaborative filter ap-
proaches recommend items to users based on either user similarity or item
similarity. We explored new mechanisms that recommend typical items in a
category to typical users that like items in that category, and proposed a
typicality-based recommendation system named ROT and a typicality-based
collaborative filtering approach named TyCo. Experiments showed that these
approaches have superior performance. They can improve the recommenda-
tion quality, i.e., obtaining more accurate predictions with less big-error pre-
dictions while comparing previous recommendation methods, especially for
sparse training data sets.

To the best of our knowledge, this book is the first that introduces object
membership and typicality in fuzzy ontologies. It is also the first to apply ob-
ject typicality to extending recommendation algorithms. This book contains
a lot of examples to assist readers to understand the proposed models. We
also include the necessary background knowledge from cognitive psychology
in this book.

The main target readers of this book are graduate students and researchers
who are interested into fuzzy ontology modeling, and engineers who are work-
ing on knowledge representation, the Semantic Web and recommender sys-
tems. We hope that this book will be of considerable use to the Semantic Web
community by providing original and distinct views on this important inter-
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disciplinary subject, and by contributing to a better understanding among
individuals in this research area.

Finally, we are grateful to the Higher Education Press and Springer for
encouraging us to put together our research outputs with some extensions as
a monograph.

Hong Kong Yi Cai
August 2011 Ching-man Au Yeung
Ho-fung Leung
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Chapter 1 Introduction

Since the seminal Dartmouth Conference in 1956 [1], artificial intelligence
(AI) has grown into an independent field of research, drawing ideas as well as
techniques from various fields, including philosophy, mathematics, computer
science and engineering, economics, neuroscience, psychology and linguistics
[2]. Within this large field of research, there are many areas, such as problem
solving, searching, knowledge representation and reasoning, planning and
decision making, statistical learning and neural networks, and robotics. There
is no doubt that each of these areas has contributed to the advancement of
artificial intelligence and has constituted a lot of useful applications, and each
area has its own importance and significance. Here, we single out the area of
knowledge representation.

Knowledge representation and reasoning is an area in artificial intelligence
that concerns with how human knowledge, including abstract concepts, cate-
gories, method of classifications, procedural knowledge and relations between
different entities, can be represented symbolically and in a structured way,
so that a computer is able to manipulate the knowledge, and other relevance
information in an automated and efficient way, to perform reasoning tasks
and to draw conclusions from known facts and knowledge [3]. We consider
knowledge representation as one of the most important areas in the field of
artificial intelligence. The ultimate aim of artificial intelligence is to realize
intelligence in artificial entities such as computers. It has been a general view
that human beings behave intelligently because of what they know and under-
stand, and because of their ability to apply their knowledge to solve problems
they encountered, to adapt to their continuously changing environment and
to achieve their goals [3]. Therefore, to allow artificial software entities to
behave intelligently or appear to have intelligence, it becomes inevitable that
there must be effective and efficient ways for the representation of knowledge,
which can be used as the basis for further intelligent tasks such as reasoning
and decision making.

Research in the area of knowledge representation has generated quite a
number of research topics, such as formal logics and logical reasoning, catego-
rization and classification, analogical reasoning, and expert systems. Different
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methods and formalisms for representing human knowledge in computers in
a structured and organized way have been developed, including first order
logic, semantic networks, object-oriented models, description logics and on-
tologies, each with its own characteristics, advantages and limitations [3].
Among these formalisms, ontologies have attracted more and more attention
in the last decade. Ontologies are now widely used as a means of concep-
tual modeling or domain modeling in various areas of application including
knowledge management, natural language processing, e-commerce, informa-
tion retrieval, bio-informatics, and the new emerging Semantic Web [4]. In
particular, the Semantic Web [5] and the development of multi-agent systems
[6] have accelerated research on ontologies and ontological engineering.

In this book, we focus on the issue of knowledge representation with
the use of ontologies in the context of the Semantic Web. We discuss the
challenges facing knowledge representation in ontologies, identify problems
as well as other desirable features of ontologies in the Semantic Web, and
propose possible solutions to the problems and challenges. In the following
sections, we give an overview of the Semantic Web and the use of ontologies
as a knowledge representation formalism, and discuss the motivations as well
as our objectives of our research work.

1.1 Semantic Web and Ontologies

Ontology is originally a philosophical discipline [7]. It is a major and funda-
mental branch of metaphysics that tries to give a systematic explanation of
being. It studies the problems of being, existence and their basic categoriza-
tions and relationships [4]. The word ontology has been adopted into the field
of computer science, especially by researchers in artificial intelligence, to refer
to the specification of the objects, properties and relations that one would
encounter in a particular domain of discourse. One of the first definitions
noted in Ref. [4] was given by Neches et al. [8]:

An ontology defines the basic terms and relations comprising the vocabulary of
a topic area as well as the rules for combining terms and relations to define
extensions to the vocabulary.

Another mostly quoted definition of ontology was given by Gruber [9]:
An ontology is an explicit specification of a conceptualization.

In summary, an ontology can be considered as a formal specification of
basic concepts (terms), properties, relations between different entities, as well
as rules governing the relations and interdependencies between the entities
in a particular domain of discourse. Ontologies can be modeled with different
knowledge representation formalisms and can be implemented in different
formal languages. For example, at the beginning of the 1990s, ontologies were
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modeled mainly by techniques based on frames and first-order logic [4]. In
recent years, description logics have been used to model ontologies [10, 11]. It
has also been suggested that other techniques that are widely used in software
engineering and databases for conceptual modeling are also appropriate for
building lightweight ontologies [4].

In recent years, the development of ontological engineering has been pro-
pelled and accelerated by the advancement of the World Wide Web and the
emergence of the Semantic Web. As Berners-Lee et al. pointed out [5], ontol-
ogy is an indispensable component of the Semantic Web. The Semantic Web
enables more efficient information processing by describing resources on the
World Wide Web with meta-data, so that the semantics of the resources as
well as the relations between different resources can be understood by au-
tonomous software agents which carry out information processing tasks on
behalf of their human users. Ontologies play an important role in this tech-
nology, because they provide structures or models of known knowledge [12].
They specify the standard vocabularies for describing the available resources,
and define the concepts and properties involved. With a suitable reasoning
engine, software agents will be able to process information, discover implicit
knowledge, or draw conclusions with the help of the definitions of concepts
and relations in ontologies [12].

Since ontologies are so important in enabling the Semantic Web, the
ability of ontologies to represent human knowledge of a particular domain
in a precise and flexible way becomes a crucial aspect. In fact, there are
quite a number of ontology models or ontology languages available when
one wants to build an ontology [12]. In particular, it has been reported
[13] that the DARPA Agent Markup Language and the Ontology Inference
Layer (DAML+OIL) [14], the Resource Description Framework and Schema
(RDF(S)) [14] and the Web Ontology Language (OWL) [16] are the three
major ontology languages that are currently commonly used in the World
Wide Web. These different ontology languages are characterized with differ-
ent expressiveness and inference mechanisms. In general, a more expressive
language or ontology model allows the ontology to model concepts and re-
lations of higher complexity in a more efficient and flexible way. However,
there is also tradeoff between expressiveness and tractability (computational
complexity) in these models [3].

While these ontology models or languages provide standard methods for
modeling knowledge of a particular domain, it is not difficult to note that
these models suffer from certain limitations which avoid systems from pro-
viding better services on the Semantic Web. In this book, we investigate the
limitations in conceptual modeling in existing ontology models, and propose
possible extensions and solutions to these problems.
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1.2 Motivations

There is no doubt that by using the ontology languages and models mentioned
above we are able to model the known knowledge of a particular domain and
are able to describe concepts and individual objects so that the underlying
semantics become more explicit. For example, by using OWL, we can model
the domain of publications, specify the common properties of the concept
of ‘publication’, define ‘magazine’ and ‘book’ as subclasses of ‘publication’,
so that they inherit all the properties of the concept [17]. Figure 1.1 shows
a part of an OWL file describing the relationships among ‘book’, ‘maga-
zine’ and ‘publication’, and Figure 1.2 represents the relationships among
‘book’, ‘magazine’ and ‘publication’ by a graph. Such an ontology will fa-
cilitate the task of processing information about publications with the help
of autonomous software agents. Nevertheless, we notice that these ontology
models are not without disadvantages or limitations.

-<owl:Class rdf:about="#Book”>
-<rdfs:sub Class Of>
<owl:Class rdf:ID="Publication”/>
</rdfs:sub Class Of>
<rdfs:commentrdf:datatype="http://www.w3.0rg/2001/XMLSchema#string”>This
Class represents the concept of books.</rdfs:comment>
-<owl:disjoint With>
<owl:Class rdf:about="Magazine”/>
</owl:disjoint With>
</owl:Class>

-<owl:Class rdf:about="#Magazine™>
-<rdfs:sub Class Of>
<owl:Class rdf:ID="Publication”/>
</rdfs:sub Class Of>
<rdfs:commentrdf:datatype="http://www.w3.0rg/2001/XMLSchema#string”>This
Class represents the concept of magazines.</rdfs:comment>
-<owl:disjoint With>
<owl:Class rdf:about="Book™/>
</owl:disjoint With>
</owl:Class>

Fig. 1.1 Representing the relationships among ‘book’, ‘magazine’ and ‘publication’
in an OWL file.



