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CHAPTER 1

Introduction

In this book we describe the collection and analysis of data that speak to relationships
between the occurrence of diseases and various descriptive characteristics of individ-
uals in a population. Specifically, we want to understand whether and how differences
in individuals might explain patterns of disease distribution across a population. For
most of the material, I focus on chronic diseases, the etiologic processes of which
are only partially understood compared with those of many infectious diseases. Char-
acteristics related to an individual’s risk of disease will include (1) basic measures
(such as age and sex), (2) specific risk exposures (such as smoking and alcohol con-
sumption), and (3) behavioral descriptors (including educational or socioeconomic
status, behavior indicators, and the like). Superficially, we want to shed light on the
“black box” that takes “inputs”—risk factors such as exposures, behaviors, genetic
descriptors—and turns them into the “output,” some aspect of disease occurrence.

1.1 Disease processes

Let us begin by briefly describing a general schematic for a disease process that
provides a context for many statistical issues we will cover. Figure 1.1, an adapted
version of Figure 2.1 in Kleinbaum et al. (1982), illustrates a very simplistic view of
the evolution of a disease in an individual.

Note the three distinct stages of the disease process: induction, promotion, and
expression. The etiologic process essentially begins with the onset of the first cause
of the resulting disease; for many chronic diseases, this may occur at birth or during
fetal development. The end of the promotion period is often associated with a clinical
diagnosis. Since we rarely observe the exact moment when a disease “begins,” induc-
tion and promotion are often considered as a single phase. This period, from the start
of the etiologic process until the appearance of clinical symptoms, is often called the
latency period of the disease. Using AIDS as an example, we can define the start of
the process as exposure to the infectious agent, HIV. Disease begins with the event of
an individual’s infection; clinical symptoms appear around the onset and diagnosis
of AIDS, with the expression of the disease being represented by progression toward
the outcome, often death. In this case, the induction period is thought to be extremely
short in time and is essentially undetectable; promotion and expression can both take
a considerable length of time.

Epidemiological study of this disease process focuses on the following questions:

e Which factors are associated with the induction, promotion, and expression of a
disease? These risk factors are also known as explanatory variables, predictors,
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Figure 1.1 Schematic of disease evolution.

covariates, independent variables, and exposure variables. We will use such terms
interchangeably as the context of our discussion changes.

e In addition, are certain factors (not necessarily the same ones) associated with the
duration of the induction, promotion, and expression periods?

For example, exposure to the tubercule bacillus is known to be necessary (but not
sufficient) for the induction of tuberculosis. Less is. known about factors affecting
promotion and expression of the disease. However, malnutrition is a risk factor asso-
ciated with both these stages. As another example, consider coronary heart disease.
Here, we can postulate risk factors for each of the three stages; for instance, dietary
factors may be associated with induction, high blood pressure with promotion, and
age and sex with expression. This example illustrates how simplistic Figure 1.1 is in
that the development of coronary heart disease is a continuous process, with no obvi-
ous distinct stages. Note that factors may be associated with the outcome of a stage
without affecting the duration of the stage. On the other hand, medical treatments
often lengthen the duration of the expression of a chronic disease without necessarily
altering the eventual outcome.

Disease intervention is, of course, an important mechanism to prevent the onset
and development of diseases in populations. Note that intervention strategies may
be extremely different depending on whether they are targeted to prevent induction,
promotion, or expression. Most public health interventions focus on induction and
promotion, whereas clinical treatment is designed to alter the expression or final stage
of a disease.

1.2 Statistical approaches to epidemiological data

Rarely is individual information on disease status and possible risk factors available
for an entire population. We must be content with only having such data for some
fraction of our population of interest, and with using statistical tools both to elucidate
the selection of individuals to study in detail (sampling) and to analyze data collected
through a particular study. Issues of study design and analysis are crucial because we
wish to use sample data to most effectively make applicable statements about the larger
population from which a sample is drawn. Second, since accurate data collection is
often expensive and time-consuming, we want to ensure that we make the best use of
available resources. Analysis of sample data from epidemiological studies presents
many statistical challenges since the outcome of interest—disease status—is usually
binary. This book is intended to extend familiar statistical approaches for continuous
outcome data—for example, population mean comparisons and regression—to the
binary outcome context.
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1.2.1 Study design

A wide variety of techniques can be used to generate data on the relationship between
explanatory factors and a putative outcome variable. I mention briefly only three broad
classes of study designs used to investigate these questions, namely, (T) experimental
studies, (2) quasi-experimental studies, and (3) observational studies. The crucial
feature of an experimental study is the investigator’s ability to manipulate the factor
of interest while maintaining control of other extraneous factors. Even if the latter is not
possible, control of the primary risk factor allows its randomization across individual
units of observation, thereby limiting the impact of uncontrolled influences on the
outcome. Randomized clinical trials are a type of experimental study in which the
main factor of interest, treatment type, is under the control of the investigator and
is randomly assigned to patients suffering from a specific disease; other influencing
factors, such as disease severity, age, and sex of the patient, are not directly controlled.

Quasi-experimental studies share some features of an experimental study but differ
on the key point of randomization. Although groups may appear to differ only in their
level of the risk factor of interest, these groups are not formed by random assignment
of this factor. For example, comparison of accident fatality rates in states before and
after the enactment of seat-belt laws provides a quasi-experimental look at related
safety effects. However, the interpretation of the data is compromised to some extent
by other changes that may have occurred in similar time periods (did drivers increase
their highway speeds once seat belts were required?). A more subtle example involved
an Austrian study of the efficacy of the PSA (prostate specific antigen) test in reducing
mortality from prostate cancer; investigators determined that, within 5 years, the death
rate from prostate cancer declined 42% below expected levels in the Austrian state,
Tirol, the only state in the country that offered free PSA screening. Again, comparisons
with other areas in the country are compromised by the possibility there are other
health-related differences between different states other than the one of interest. Many
ecologic studies share similar vulnerabilities. The absence of randomization, together
with the inability to control the exposure of interest and related factors, make this kind
of study less desirable for establishing a causal relationship between a risk factor and
an outcome.

Finally, observational studies are fundamentally based on sampling populations
with subsequent measurement of the various factors of interest. In these cases, there
is not even the advantage of a naturally occurring experiment that changed risk factors
in a convenient manner. Later in the book we will focus on several examples includ-
ing studies of the risk of coronary heart disease where primary risk factors, including
smoking, cholesterol levels, blood pressure, and pregnancy history, are neither under
the control of the investigator nor usually subject to any form of quasi-experiment.
Another example considers the role of coffee consumption on the incidence of pan-
creatic cancer, again a situation where study participants self-select their exposure
categories.

In this book, we focus on the design and analysis of observational epidemiological
studies. This is because, at least in human populations, it is simply not ethical to
randomly assign risk factors to individuals. Although many of the analytic techniques




