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Preface

Pattern matching is a fundamental problem in computing. Along with the rapid deve-
lopment of information technology, it has been widely used in many fields, such as
information retrieval, data stream mining, network intrusion detection, bioinformatics,
and so on. In recent years, pattern matching with wildcard constraints as a new research
area has attracted increasing attention. When a pattern contains wildcards, the matching
problem becomes more complicated. Meanwhile, we also introduce the one-off condi-
tion, which requires that every character in the given sequence can be matched at most
once. These two conditions, gap constraints and the one-off condition make the matching
problem relevant and challenging for real-world applications, because gap require-
ments naturally consider the genetic insertion/deletion/mutation during the evolution
and the one-off condition avoids counting the same characters for multiple times.

The objective of this book is to present state-of-the-art approaches for dealing with
pattern matching with wildcards and length constraints. For each topic within this field,
we will present the most representative algorithms, with sufficient details so that readers
can gain a good knowledge without the necessity of referring to additional materials.
To begin with, we introduce two online algorithms that focus on wildcards and length
constraints under the one-off condition. As no polynomial solution currently exists to
find the maximum number of non-overlapping occurrences of a given subsequence,
and we regard it is an NP-hard problem, we present heuristic algorithms to resolve the
conflict between different occurrences in the whole candidate solution space. Also, we
study three related problems, pattern matching with arbitrary-length wildcards, pattern
matching with general gaps and approximate pattern matching, each of which becomes
more complicated than pattern matching with wildcards.

The book has two characteristics: (1) we focus on solving specific problems of pat-
tern matching with wildcards and length constraints, and (2) we combine theory with
practical examples. The book is suitable for graduate students and researchers who
want to understand pattern matching with wildcards and length constraints in depth.
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Chapter 1
Introduction

1.1 The Aim and Focus of This Book

In recent years, pattern matching with wildcards has become a challenging issue in
many application fields, such as bioinformatics, information retrieval, and pattern
mining. In bioinformatics, for example, the DNA subsequence TATA is a common
promoter that often occurs after the sequence CAATCT within 30—50 wildcards!" 2.
In information retrieval, pattern combinations with useless or “don’t care™ character
intervals are more meaningful than the general patterns.

Given a pattern P and a sequence S, some classical matching algorithms return the
positions of P in S. This matching can be exact or approximate. However, if wildcards
are considered in the process of matching, this question will become complicated. The
problem of pattern matching with wildcards was first studied by Fischer and Paterson'’.
A wildcard ¢ can match any character in a given alphabet. There are three types of pat-
terns with wildcards: “a fixed number of wildcards”, “allowing an unbounded number
of wildcards”, and “the number range of wildcards can be specified separately, namely
flexible wildcards”. As the first two types limit flexibilities for the user’s queries, pat-
tern matching with flexible wildcards draws more researchers’ attention.

It is very difficult to solve the problem of pattern matching with flexible wildcards.
Due to the flexibility of wildcards, not only the number of all matches is exponential
with respect to the maximal gap size and the pattern length, but also the matching posi-
tions are hard to choose. We first studied the problem of pattern matching with wild-
cards and length constraints'. Both local and global length constraints were integrated
into the problem for effective pattern matching. Meanwhile, to avoid useless informa-
tion, the one-off condition was introduced that requires each character to be used at
most once for pattern matching in a sequence. Considering some special research
backgrounds, we also present the algorithms of computing the number of all matches
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of a pattern in a sequence.

We performed a systematic investigation on the pattern matching problem with
wildcards aiming to design efficient matching algorithms, analyze the computational
complexity, and apply them to practical applications[4'20]. The problem has also been
extended to sequential pattern mining to discover all frequent sequential patterns with
wildcards from a given sequence’*' ", To keep the integrity of problem and make it
easy for readers to understand, we focus on pattern matching with wildcards and length
constraints in this book. To begin with, we present an efficient SAIL algorithm that
returns each pattern occurrence in an online manner'*. The SAIL algorithm is also ex-
tended to find approximate pattern occurrences where some errors may be allowed"”.

To improve time efficiency, bit-parallelism technologies are utilized to simulate the
match process™ * "> "l The BPBM algorithm adopts an effective transition window
mechanism with two nondeterministic finite automatons (NFAs) to accelerate the scan
process’™ 81 The BWW and FWW algorithms handle multiple-pattern matching simul-

[13]

taneously' . We also design efficient bit-parallelism algorithms to support pattern

matching with arbitrary-length wildcards where the number range of wildcards may
vary between two integer bounds or from a lower integer bound to infinity!".

Since the number of pattern occurrences with wildcards is exponential with respect
to the maximal gap flexibility and the pattern length, counting matches one by one is
computationally impossible. Therefore, we present the PAIG algorithm and its two en-

(2

hanced versions to compute the number of occurrences of a pattern I Furthermore, an

efficient algorithm named NAMEIC is presented based on a new nonlinear data struc-
ture Nettree!'”.

To solve the problem of pattern matching with general gaps where the gaps can
possibly be negative, the Subnettree structure is introduced based on Nettree. Two
algorithms named SETS"® and SETA!"" are respectively designed for strict and
approximate pattern matching with general gaps.

Finally, two heuristic algorithms are described to improve the completeness of pat-
tern matching algorithms with wildcards. The WOW algorithm introduces a weighted
centralization measure based on Nettrees to get the optimal solution'®. In the RBCT
algorithm, a CluTree structure that is a cluster of trees with red and black nodes is de-

signed to find more occurrences!'”.

1.2 Overview

Chapter 2—SAIL and SAIL-APPROX Algorithms: Pattern matching with both gap
constraints and one-off condition is a challenging topic. We first proposed SAIL to
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solve the problem that returns each occurrence of a pattern in an online manner". In
this pattern matching problem, user can specify the number of wildcards between each
two consecutive characters of a pattern P and the length of each matching substring in the
sequence S. SAIL returns each matched substring of P in S as soon as it appears in S in an
O(n+kGymW) time with an O(Gm) space overhead, where # is the length of S, & is the
frequency of P’s last character occurring in S, G, is the user-specified maximum length
for each matching substring, m is the length of P, and ¥ is the maximal gap flexibility.

We extend the SAIL algorithm to deal with approximate pattern matching, where
some errors may be allowed for the matching of a patternm. Given a pattern P and a
sequence S, SAIL-APPROX is to find an approximate occurrence of P in S such that it
satisfies both local and global constraints and the distance between this approximate
occurrence and P is less than a user defined threshold.

Chapter 3—Pattern Matching Based on Bit-parallelism: In this chapter, a series
of bit-parallelism algorithms are designed to accelerate the search process. The BPBM
algorithm adopts an effective transition window mechanism with two nondeterministic
finite state automatons (NFAs) to drop a useless scan window!™ *. It identifies gap
constraints automatically and just scans once to output occurrences with exact match
positions. Meanwhile, BPBM inherits the advantage of BM algorithm[m to skip some
characters in a sequence. Theoretical analysis and experimental results show that the
BPBM algorithm is more competitive on the search process. It also has better stability
that decreases operation costs with the size increase of a sequence alphabet or the
length of a pattern.

To handle multiple-pattern matching simultaneously, the BWW and FWW algorithms
are designed based on a nondeterministic finite state automaton and bit-parallelism tech-
nologym]. Experimental results show that they are more efficient than other peers, and are
especially dozens of times faster on average than SAIL. FWW is twice faster than BPBM
in DNA sequences, when the length of multiple patterns increases.

The number range of wildcards may vary between two integer bounds or from a
lower integer bound to infinity. That is, the gap size can be specified by the user or
arbitrarily large. Therefore, the MOTW and MWTO algorithms are presented to solve
the problem of pattern matching with arbitrary-length wildcards!"*, MOTW first
searches for occurrences of a pattern from left to right, and then decides the location of
a window. MWTO first locates the start position of a window, and then decides
whether an occurrence exists within the window. Experimental results validate the cor-
rectness of the proposed algorithms, and show that MOTW outperforms MWOT in the
case of pattern matching without length constraints while MWOT outperforms MOTW

in the case of length constraints.
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Chapter 4—Efficient Algorithms for Counting the Number of Occurrences: In
this chapter, we present two efficient algorithms, named PAIG!"? and NAMEIC!", to
compute the number of all matches that is exponential with respect to maximal gap
flexibility and pattern length. The PAIG (pattern matching with wildcards and length
constraints) algorithm has three versions: PAIG-S (simple), PAIG-RS (reduced space),
and PAIG-RST (reduces space and time). For the PAIG-RST version, the time com-
plexity is O(nm*W?*), where n is the sequence length, m is the pattern length, and W is
the maximal gap flexibility. The space complexity is O(mW). PAIG meets global
length constraints with a minor modification. It can also be employed to compute the
pattern frequency, which is the focus of pattern mining.

The NAMEIC algorithm is based on a new data structure Nettree that is a kind of
directed acyclic graph (DAG) with edge labels. A Nettree is different from a regular
tree in that a node may have more than one parent. The time complexity of NAMEIC is
O(Wmn), where n is the length of sequence S, m is length of pattern P, and W is the
maximal gap flexibility.

Chapter 5—Pattern Matching with General Gaps: In this chapter, the problem
of pattern matching with general gaps is studied where the gaps can be negative. Two
algorithms, named SETS!" and SETA!"", are respectively designed for strict and ap-
proximate pattern matching. In the SETS algorithm, an instance of SPANGLO (Strict
Pattern mAtching with geNeral Gaps and Length cOnstraints) is transformed into an
exponential number of occurrences with non-negative gaps in the worst case. The
space and time complexities of SETS are O(mGyW) and O(GyWm’n) respectively,
where n, m, Gy and W are the sequence length, the pattern length, the maximal length
of the occurrence and the maximal gap of the pattern respectively.

In the SEAT algorithm, a SAP (strict approximate pattern matching with general
gaps and length constraints) instance is transformed into an exponential amount of the
exact pattern matching with general gap instances. The space and time complexities of
SETA are O(mGyWd) and O(GMszna'), respectively, where m, Gy, W, and d are the
length of pattern P, the maximal length constraint, the maximal gap length of pattern P
and the approximate threshold.

Chapter 6—WOW Algorithm: As online algorithms are not complete algorithms
for pattern matching with wildcards, an offline algorithm WOW is designed that uses a
weighted centralization measure based on Nettree to represent occurrences of a pat-
tern'®!. The idea of WOW is that the smaller the occurrence’s weighted centralization is,
the smaller the overlap with other occurrences is to get the optimal solution. Experi-
mental results demonstrate that WOW can obtain more occurrences than SAIL and
BPBM in most cases.
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Chapter 7—RBCT Algorithm: The traditional left-most strategy leads to incom-
plete final matching results when selecting among multiple candidate matching posi-
tions. Therefore, a new matching algorithm RBCT is proposed based on a new data
structure CluTree!'”l. A CluTree is composed of a cluster of trees with red and black
nodes according to a pattern P and a sequence S. The RBCT algorithm uses the sharing
degree, correlation degree and mixed information entropy of each node in the CluTree
for path selection and dynamic pruning. Theoretical analysis and experimental results
show that the RBCT algorithm outperforms other peers in retrieval precision and
matching efficiency.

1.3 Basic Concepts

Definition 1.1 Let 2 be an alphabet. S=505)---S,1 € is called a string or se-
quence of X, where n =[S is the length of S.

For example, 2={A4, C, G, T} is the alphabet of DNA sequences. RNA has a slightly
different alphabet {4, U, C, G}, and a protein has a larger alphabet with 20 characters.

Definition 1.2 A wildcard (denoted as ¢) is a special symbol that can match any
character in 2. A gap &(N, M) is a sequence of wildcards with a minimal size N and a
maximal size M. W=M-N+1 is the gap flexibility of &(N, M).

&(N, M) is often represented by [N, M] for brevity.

Definition 1.3 A pattern is a tuple P = (p, &), where p = pop;-+-pn-1 1S a sequence
of X2, and €= &é& -+ &, 1s a sequence of gaps. & = &(N;, M;) (0<is<m-2) is the gap
between p; and p;+;. m = |p| is the length of P and denoted as |P|.

A pattern can also be viewed as a mixture of characters and gaps, and expressed as
P=po&o(No, Mo)p1+++ Em-2(Nm-2, My—2)pm-1. Note that [p| = |&|+1 is mandatory. However,
this requirement does not limit the generality of the pattern. If there is no wildcard be-
tween two adjacent characters in P, g(0, 0) will be used.

Throughout the book, we use notations as follows: p[j] = p; and s[i] = s; indicating
characters of the pattern and sequence, respectively.

Definition 1.4 Given a pattern P with length m, B/ =p,&i(N;y Mpii---&-1(Ni1, Miy) pj
(0<i<j<m-1) is called a subpattern of P.

We are interested in two kinds of subpatterns defined as follows.

Definition 1.5 Given a pattern P with length m, P=po&(No, Mo)p:-- - &-1(Ni-1, M) pi

(is<m—1) is called a prefix of P.

Specifically, Py = po and P, = P.
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Definition 1.6 Given a pattern P with length m, P,-i+l = pi&(N;, M)piry (0<is=m-2)
is called a pattern component of P.

Pattern components are the shortest subpatterns with both characters and gaps.

Here, H =[Gy, Gu] (Gy=<Gyy) is used to represent the global length constraints of P

m-2 m-2
with flexible gaps. The length constraints satisfy m + Z N=GysGysm+ Z M,.
i=0 i=0

Definition 1.7 An occurrence C=(cqp,**, ¢j*++, Cp—y) 1S a list of position indices of
P in S. If there exists an offset sequence C=(cq, -+, ¢, » Cp1) (0<c;=n-1,0<i<m-1)
such that

(s, =pi

(2) N[$C,‘+|— C,'—] $M
C is an occurrence of P in S for all 0<<i<m-1. A set of occurrences C,, Cs,---, C,
constitute an occurrence set U where 7 is the number of occurrences, and named
matching number in this book.

Definition 1.8 Considering the global length constraints [Gy, Gy, if C = (¢, -,
¢+, Cme1) 18 an occurrence of P in S, it meets an additional condition: Gy<c¢,,—cyt1 <
G

Definition 1.9 Suppose occ\=(ko," -, k1) and occr=(hy, -+ , h,_1) are two occur-
rences of P. If k, # h,, for all 0=<p, g=m-1, we say occ, and occ; satisfy the one-off
condition. The one-off condition means that each character can be used at most once in
all occurrences of a pattern in the sequence.

Example 1.1 Assume S=ACACTTCA and P=A&(0, 2)C, (0, 1), (0, 3), (2, 3) are
three occurrences of P. Occurrences (0, 1) and (2, 3) satisfy the one-off condition while
(0, 1) and (0, 3) do not because they share the same position 0.

Throughout this book, the problem of pattern matching with gap constraints is
called the PMG problem, and the problem of pattern matching with both gap con-

straints and the one-off condition is called the PMGO problem.
For reference, the major notations used in this book are listed in Table 1.1.

Table 1.1 Notations

Symbol Definition

N A subject sequence

N Length of §, namely n=|S|
P=(p, &) A pattern
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Symbol Definition
M Length of P without considering gaps, namely m=|P|
N; The minimum local length constraint between P; and P},
M, The maximum local length constraint between P, and P;.,
Gy The minimum global length constraint
Gy The maximum global length constraint
W, Flexibility of &; W=M~N+1
W veram 2

m=2
L The maximum length sum of P; L=m + Z M;

i=0
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