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Preface

This book is an introduction to the field of compiler construction. It combines a detailed
study of the theory underlying the modern approach to compiler design, together with
many practical examples, and a complete description, with source code, of a compiler
for a small language. It is specifically designed for use in an introductory course on
compiler design or compiler construction at the advanced undergraduate level.
However, it will also be of use to professionals joining or beginning a compiler writing
project, as it aims to give the reader all the necessary tools and practical experience to
design and program an actual compiler.

A great many texts already exist for this field. Why another one? Because virtually
all current texts confine themselves to the study of only one of the two important
aspects of compiler construction. The first variety of text confines itself to a study of
the theory and principles of compiler design, with only brief examples of the applica-
tion of the theory. The second variety of text concentrates on the practical goal of pro-
ducing an actual compiler, either for a real programming language or a pared-down ver-
sion of one, with only small forays into the theory underlying the code to explain its
origin and behavior. I have found both approaches lacking. To really understand
the practical aspects of compiler design, one needs to have a good understanding of the
theory, and to really appreciate the theory, one needs to see it in action in a real or
near-real practical setting.

This text undertakes to provide the proper balance between theory and practice, and
to provide enough actual implementation detail to give a real flavor for the techniques
without overwhelming the reader. In this text, I provide a complete compiler for a small
language written in C and developed using the different techniques studied in each
chapter. In addition, detailed descriptions of coding techniques for additional language
examples are given as the associated topics are studied. Finally, each chapter concludes
with an extensive set of exercises, which are divided into two sections. The first con-
tains those of the more pencil-and-paper variety involving little programming. The sec-
ond contains those involving a significant amount of programming.

In writing such a text one must also take into account the different places that a
compiler course occupies in different computer science curricula. In some programs, a
course on automata theory is a prerequisite; in others, a course on programming lan-
guages is a prerequisite; while in yet others no prerequisites (other than data structures)
are assumed. This text makes no assumptions about prerequisites beyond the usual data
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structures course and a familiarity with the C language, yet is arranged so that a pre-
requisite such as an automata theory course can be taken into account. Thus, it should
be usable in a wide variety of programs. '

A final problem in writing a compiler text is that instructors use many different .
classroom approaches to the practical application of theory. Some prefer to study the
techniques using only a series of separate small examples, each targeting a specific con-
cept. Some give an extensive compiler project, but make it more manageable with the
use of Lex and Yacc as tools. Others ask their students to write all the code by hand
(using, say, recursive descent for parsing) but may lighten the task by giving students
the basic data structures and some sample code. This book should lend itself to all of
these scenarios.

Overview and Organization

In most cases each chapter is largely independent of the others, without artificially
restricting the material in each. Cross-references in the text allow the reader or instruc-
tor to fill in any gaps that might arise even if a particular chapter or section is skipped.

Chapter 1 is a survey of the basic structure of a compiler and the techniques stud-
ied in later chapters. It also includes a section on porting and bootstrapping.

Chapter 2 studies the theory of finite automata and regular expressions, and then
applies this theory to the construction of a scanner both by hand coding and using
the scanner generation tool Lex.

Chapter 3 studies the theory of context-free grammars as it pertains to parsing, with
particular emphasis on resolving ambiguity. It gives a detailed description of three
‘common notations for such grammars, BNF, EBNF, and syntax diagrams. It also
discusses the Chomsky hierarchy and the limits of the power of context-free gram-
mars, and mentions some of the important computation-theoretic results concerning
such grammars. A grammar for the sample language of the text is also provided.

Chapter 4 studies top-down parsing algorithms, in particular the methods of recur-
sive-descent and LL(1) parsing. A recursive-descent parser for the sample language
is also presented.

Chapter 5 continues the study of parsing algorithms, studying bottom-up parsing in
detail, culminating in LALR(1) parsing tables and the use of the Yacc parser gen-
erator tool. A Yacc specification for the sample language is provided.

Chapter 6 is a comprehensive account of static semantic analysis, focusing on
attribute grammars and syntax tree traversals. It gives extensive coverage to the
construction of symbol tables and static type checking, the two primary examples
of semantic analysis. A hash table implementation for a symbol table is also given
and is used to implement a semantic analyzer for the sample language.

Chapter 7 discusses the common forms of runtime environments, from the fully
static environment of Fortran through the many varieties of stack-based environ-
ments to the fully dynamic environments of Lisp-like languages. It also provides an
implementation for a heap of dynamically allocated storage.

Chapter 8 discusses code generation both for intermediate code such as three-
address code and P-code and for executable object code for a simple von Neumann
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architecture, for which a simulator is given. A complete code generator for the sam-
ple language is given. The chapter concludes with an introduction to code opti-
mization techniques.

Three appendices augment the text. The first contains a detailed description of a
language suitable for a class project, together with a list of partial projects that can
be used as assignments. The remaining appendices give line-numbered listings of
the source code for the sample compiler and the machine simulator, respectively.

Use as a Text

This text can be used in a one-semester or two-semester introductory compiler course,
either with or without the use of Lex and Yacc compiler construction tools. If an
automata theory course is a prerequisite, then Sections 2.2., 2.3, and 2.4 in Chapter 2
and Sections 3.2 and 3.6 in Chapter 3 can be skipped or quickly reviewed. In a one-
semester course this still makes for an extremely fast-paced course, if scanning, pars-
ing, semantic analysis, and code generation are all to be covered. '

One reasonable alternative is, after an overview of scanning, to simply provide a
scanner and move quickly to parsing. (Even with standard techniques and the use of C,
input routines can be subtly different for different operating systems and platforms.)
Another alternative is to use Lex and Yacc to automate the construction of a scanner
and a parser (I do find, however, that in doing this there is a risk that, in a first course,
students may fail to understand the actual algorithms being used). If an instructor
wishes to use only Lex and Yacc, then further material may be skipped: all sections of
Chapter 4 except 4.4, and Section 2.5 of Chapter 2.

If an instructor wishes to concentrate on hand coding, then the sections on Lex and
Yacc may be skipped (2.6, 5.5, 5.6, and 5.7). Indeed, it would be possible to skip all of
Chapter 5 if bottom-up parsing is ignored.

Similar shortcuts may be taken with the later chapters, if necessary, in either a tools-
based course or a hand-coding style course. For instance, not all the different styles of
attribute analysis need to be studied (Section 6.2). Also, it is not essential to study in
detail all the different runtime environments cataloged in Chapter 7. If the students are
to take a further course that will cover code generation in detail, then Chapter 8 may be
skipped.

In a two-quarter or two-semester course it should be possible to cover the en-
tire book.

Internet Availability of Resources

All the code in Appendices B and C is available on the Web at locations pointed to from
my home page (http://www.mathcs.sjsu.edu/faculty/louden/). Additional resources,
such as errata lists and solutions to some of the exercises, may also be available from
me. Please check my home page or contact me by e-mail at louden@cs.sjsu.edu.
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Compilers are computer programs that translate one language to another. A com-
piler takes as its input a program written in its source language and produces an
equivalent program written in its target language. Usually, the source language is a
high-level language, such as C or C++, and the target language is object code
(sometimes also called machine code) for the target machine, that is, code written
in the machine instructions of the computer on which it is to be executed. We can
view this process schematically as follows:

Source

Target
Program

Program

A compiler is a fairly complex program that can be anywhere from 10,000 to
1,000,000 lines of code. Writing such a program, or even understanding it, is not a
simple task, and most computer scientists and professionals will never write a com-
plete compiler. Nevertheless, compilers are used in almost all forms of computing,
and anyone professionally involved with computers should know the basic organiza-
tion and operation of a compiler. In addition, a frequent task in computer applica-
tions is the development of command interpreters and interface programs, which
are smaller than compilers but which use the same techniques. A knowledge of
these techniques is, therefore, of significant practical use.

It is the purpose of this text not only to provide such basic knowledge but also
to give the reader all the necessary tools and practical experience to design and pro-
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gram an actual compiler. To accomplish this, it is necessary to study the theoretical
techniques, mainly from automata theory, that make compiler construction a man-
ageable task. In covering this theory, we do not assume that the reader has previous
knowledge of automata theory. Indeed, the viewpoint taken here is different from
that in a standard automata theory text, in that it is aimed specifically at the com-
pilation process. Nevertheless, a reader who has studied automata theory will find
the theoretical material more familiar and will be able to proceed more quickly
through those sections. in particular, Sections 2.2, 2.3, 2.4, and 3.2 may be skipped
or skimmed by a reader with a good background in automata theory. In any case,
the reader should be familiar with basic data structures and discrete mathematics.
Some knowledge of machine architecture and assembly language is also essential,
particularly for the chapter on code generation.

The study of the practical coding techniques themselves requires careful plan-
ning, since even with a good theoretical foundation the details of the code can be
complex and overwhelming. This text contains a series of simple examples of pro-
gramming language constructs that are used to elaborate the discussion of the tech-
niques. The language we use for this discussion is called TINY. We also provide (in
Appendix A) a more extensive example, consisting of a small but sufficiently complex
subset of C, which we call C-Minus, which is suitable for a class project. In addition
there are numerous exercises; these include simple paper-and-pencil exercises,
extensions of code in the text, and more involved coding exercises.

In general, there is significant interaction between the structure of a compiler
and the design of the programming language being compiled. In this text we will only
incidentally study language design issues. Other texts are available that more fully
treat programming language concepts and design issues. (See the Notes and Refer-
ences section at the end of this chapter.)

We begin with a brief look at the history and the raison d’étre of compilers,
together with a description of programs related to compilers. Then, we examine the
structure of a compiler and the various translation processes and associated data
structures and tour this structure using a simple concrete example. Finally, we give
an overview of other issues of compiler structure, including bootstrapping and port-
ing, concluding with a description of the principal language examples used in the
remainder of the book.

LI WHY COMPILERS? A BRIEF HISTORY

With the advent of the stored-program computer pioneered by John von Neumann in
the late 1940s, it became necessary to write sequences of codes, or programs, that
would cause these computers to perform the desired computations. Initially, these pro-
grams were written in machine language —numeric codes that represented the actual
machine operations to be performed. For example,

C7 06 0000 0002

represents the instruction to move the number 2 to the location 0000 (in hexadecimal)
on the Intel 8x86 processors used in IBM PCs. Of course, writing such codes is
extremely time consuming and tedious, and this form of coding was soon replaced by



