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Preface

This Handbook intends to give a comprehensive, structured, and unified account of the
central developments in current research on cluster analysis.

The book is aimed at researchers and practitioners in statistics, and all the scientists and
engineers who are involved in some way in data clustering and have a sufficient back-
ground in statistics and mathematics. Recognizing the interdisciplinary nature of cluster
analysis, most parts of the book were written in a way that is accessible to readers from
various disciplines. How much background is required depends to some extent on the
chapter. Familiarity with mathematical and statistical reasoning is very helpful, but an aca-
demic degree in mathematics or statistics is not required for most parts. Occasionally some
knowledge of algorithms and computation will help to make most of the material.

Since we wanted this book to be immediately useful in practice, the clustering methods
we present are usually described in enough detail to be directly implementable. In addi-
tion, each chapter comprises the general ideas, motivation, advantages and potential limits
of the methods described, signposts to software, theory and applications, and a discussion
of recent research issues.

For those already experienced with cluster analysis, the book offers a broad and struc-
tured overview. For those starting to work in this field, it offers an orientation and an
introduction to the key issues. For the many researchers who are only temporarily or
marginally involved with cluster analysis problems, the book chapters contain enough
algorithmic and practical detail to give them a working knowledge of specific areas of
clustering. Furthermore, the book should help scientists, engineers, and other users of clus-
tering methods to make informed choices of the most suitable clustering approach for their
problem, and to make better use of the existing cluster analysis tools.

Cluster analysis, also sometimes known as unsupervised classification, is about find-
ing groups in a set of objects characterized by certain measurements. This task has a very
wide range of applications such as delimitation of species in biology, data compression,
classification of diseases or mental illnesses, market segmentation, detection of patterns of
unusual Internet use, delimitation of communities, or classification of regions or countries
for administrative use. Unsupervised classification can be seen as a basic human learning
activity, connected to issues as basic as the development of stable concepts in language.

Formal cluster analysis methodology has been developed, among others, by mathe-
maticians, statisticians, computer scientists, psychologists, social scientists, econometrists,
biologists, and geoscientists. Some of these branches of development existed indepen-
dently for quite some time. As a consequence, cluster analysis as a research area is very
heterogeneous. This makes sense, because there are also various different relevant con-
cepts of what constitutes a cluster. Elements of a cluster can be connected by being very
similar to each other and distant from nonmembers of the cluster, by having a particular
characterization in terms of few (potentially out of many) variables, by being appropriately
represented by the same centroid object, by constituting some kind of distinctive shape or
pattern, or by being generated from a common homogeneous probabilistic process.

Cluster analysis is currently a very popular research area and its popularity can be
expected to grow more connected to the growing availability and relevance of data col-
lected in all areas of life, which often come in unstructured ways and require some
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processing in order to become useful. Unsupervised classification is a central technique
to structure such data.

Research on cluster analysis faces many challenges. Cluster analysis is applied to ever
new data formats; many approaches to cluster analysis are computer intensive and their
application to large databases is difficult; there is little unification and standardization in
the field of cluster analysis, which makes it difficult to compare different approaches in a
systematic manner. Even the investigation of properties such as statistical consistency and
stability of traditional elementary cluster analysis techniques is often surprisingly hard.

Cluster analysis as a research area has grown so much in recent years that it is all but
impossible to cover everything that could be considered relevant in a handbook like this.
We have chosen to organize this book according to the traditional core approaches to clus-
ter analysis, tracing them from the origins to recent developments. The book starts with
an overview of approaches (Chapter 1), followed by a quick journey through the history
of cluster analysis (Chapter 2). The next four sections of the book are devoted to four
major approaches toward cluster analysis, all of which go back to the beginnings of clus-
ter analysis in the 1950s and 1960s or even further. (Probably Pearson’s paper on fitting
Gaussian mixtures in 1894, see Chapter 2, was the first publication of a method covered
in this Handbook, although Pearson’s use of it is not appropriately described as “cluster
analysis.”)

Section I is about methods that aim at optimizing an objective function that describes
how well data is grouped around centroids. The most popular of these methods and prob-
ably the most popular clustering method in general is K-means. The efficient optimization
of the K-means and other objective functions of this kind is still a hard problem and a topic
of much recent research.

Section II is concerned with dissimilarity-based methods, formalizing the idea that
objects within clusters should be similar and objects in different clusters should be dissim-
ilar. Chapters treat the traditional hierarchical methods such as single linkage, and more
recent approaches to analyze dissimilarity data such as spectral clustering and graph-based
approaches.

Section III covers the broad field of clustering methods based on probability models for
clusters, that is, mixture models and partitioning models. Such models have been analyzed
for many different kinds of data, including standard real-valued vector data, categorical,
ordinal and mixed data, regression-type data, functional and time-series data, spatial data,
and network data. A related issue, treated in Chapter 15, is to test for the existence of
clusters.

Section IV deals with clustering methods inspired by nonparametric density estimation.
Instead of setting up specific models for the clusters in the data, these approaches identify
clusters with the “islands” of high density in the data, no matter what shape these have, or
they aim at finding the modes of the data density, which are interpreted as “attractors” or
representatives for the rest of the points. Most of these methods also have a probabilistic
background, but their nature is nonparametric; they formalize a cluster by characterizing
in terms of the density or distribution of points instead of setting it up.

Section V collects a number of further approaches to cluster analysis, partly analyzing
specific data types such as symbolic data and ensembles of clusterings, partly presenting
specific problems such as constrained and semi-supervised clustering and two-mode and
multipartitioning, fuzzy and rough set clustering,

By and large, Sections I through V are about methods for clustering. But having a clus-
tering method is not all that is needed in cluster analysis. Section VI treats further relevant
issues, many of which can be grouped under the headline “cluster validation,” evaluating
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the quality of a clustering. Aspects include indexes to measure cluster validity (which are
often also used for choosing the number of clusters), comparing different clusterings, mea-
suring cluster stability and robustness of clustering methods, cluster visualization, and the
general strategy in carrying out a cluster analysis and the choice of an appropriate method.

Given the limited length of the book, there are a number of topics that some readers
may expect in the Handbook of Cluster Analysis, but that are not covered. We see most of the
presented material as essential; some decisions were motivated by individual preferences
and the chosen focus, some by the difficulty of finding good authors for certain topics.
Much of what is missing are methods for further types of data (such as text clustering),
some more recent approaches that are currently used by rather limited groups of users,
some of the recent progress in computational issues for large data sets including some
of the clustering methods, of which the main motivation is to be able to deal with large
amounts of data, and some hybrid approaches that piece together various elementary ideas
from clustering and classification. We have weighted an introduction to the elementary
approaches (on which there is still much research and that still confronts us with open
problems) higher than the coverage of as many branches as possible of current specialized
cutting-edge research, although some of this was included by chapter authors, all of whom
are active and well-distinguished researchers in the area.

It has been a long process to write this book and we are very grateful for the continuous
support by Chapman & Hall/CRC and particularly by Robert Calver, who gave us a lot of
encouragement and pushed us when necessary.
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