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Preface

The control theory is regarded as one of the most powerful scientific subjects which
have a significant impact on producing and social activities. With the coming of
21t century, the giant leap of technology not only motivates the development and
modification of control theory, but also promotes its application in many fields such as
aviation, aerospace, electric power, metallurgy, chemical industry, light industry and
many others. In order to satisfy the demand of professional talents with the control
knowledge, universities set up courses related to the control theory. These courses
combined the control theory with the practical applications and have a positive effect
not merely on the study of engineering but also on the improvement of ability that
utilize the mathematical method to solve the practical problems.

This text is the English edition textbook of the course named by FEssentialsof
Control Theory, which is the 11th Five-Year Plan national level teaching material
of regular higher education.The text contains materials from the teaching of Modern
Control Theory and Optimal Control, the process of writing referred to the educa-
tional reform policy of information and the computing science major, We considered
the internationalized of discipline and the demand of bilingual education, finally com-
pleted this infrequent textbook in English.

This text contains 8 chapters, we mainly discussed the basic theory, analysis meth-
ods and design methods of the linear systems.

Chapter 1 introduces the mathematical description of systems, which is the foun-
dation of state space method. The definition and description will be contained in
modern control theory always.

Chapter 2 introduces the solution of systems. The point is to derive the general
expression of time domain response which is relative to the initial state and external
input.

Chapter 3 introduces the controllability and observability of the systems. We also
discuss the criterions that can be used when we discriminate these two structural
properties and canonical decomposition of the systems.

Chapter 4 introduces the irreducible realizations of the systems under the SISO
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condition and MIMO condition.

Chapter 5 introduces the stability problem of the systems. We mainly discuss
the Routh criterion, root locus method, Lyapunov method, Krasovsky discriminate
method and variable gradient method.

Chapter 6 introduces the feedback problem of the systems. We mainly discuss the
controllability, state feedback, output feedback, decoupling of the systems based on
the state space method.

Chapter 7 introduces the observer problem of the systems. Since some states in
the systems can not be measured directly, we mainly discuss the Full-dimensional
state observers and Reduced-dimensional state observers of the system in order to
reconstitute the states.

Chapter 8 introduces the theory of optimal control which includes the definition,
the optimal control law with the input constraint and the minimum principleof Pon-
tryagin.

The purpose of this text is to meet the demand of bilingual education, on the
other hand, in order to enhance the readability of this text we have given out the
detail description and proof of some strong theoretical content. The characteristics
of this text are as follows:

Considering the development direction of the control theory, this content in this
text is more practical and refined;

We have tried our best to avoid the complex mathematical derivation and paid a
lot of attention on the description of basic definition;

The key point is retained thus this text is convenient for teaching and learning;

Reflect the advantage of the application of software especially the usage of MAT-
LAB, which is good for analyzing, designing, computing and simulating;

The text is written in English, which can make the audiences master the knowledge
of professional English, promote the ability when reading papers.

The text is intended for undergraduate and graduate students. It may also be used
for self-study or reference by engineers and applied mathematicians. Students reading
this text have had background in electrical engineering, mechanical engineering, or
applied mathematics. The prerequisite for the text is differential equation, linear
algebra, matrix analysis and physics.

The editor of this text is Zhang Yi with the associate editor is Zhang Qingling and
Liu Xi. Chapter 1~Chapter 7 were written by Zhang Yi, while Chapter 0 and Chapter
8 were finished by Zhang Qingling. Zhang Qingling gave out the outline of this text
and finished proof correction. Xi Liu, graduated from University of Alberta, Canada,
finished the correction of the English edition of this text. The graduate students Li
Jinghao, Wu Zhaozhu and HouHuazhou have done a lot of typesettingwork on this
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text. Northeastern University and Shenyang University of Technology have provided
the publish subvention. Let us settle for a big thank you to each one of you!

Because of the restricted time and level limited, there may still exist some weakness
and mistakes, please correct me criticism.

Zhang Yi
2014.06
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Chapter 0
Backgrounds

0.1 Development of Control Theory

The history of Automatic control technology, which is utilized by human, can be
traced back to thousands of years ago. However, it was until the middle of the
20th century that Automatic control theory had been formed, and developed as a
separate discipline. In the 1930-1940s, H. Nyquist, H. W. Bode, N. Wiener and many
others had made outstanding contributions to the formation of the Automatic control
theory. After World War II, through the effort of many scholars, a more perfect
frequency method theory was presented, which depends on practical experience and
knowledge of the feedback and frequency response theories. In 1948, the root-locus
method was introduced, and the first stage of automatic control theory was laid at
this time. This theory, based on the frequency-response and root-locus methods, is
often called classical control theory.

The classical control theory takes Laplace transform as the mathematical tools,
considers single-input-single-output (SISO) linear time-invariant systems as the main
research object, transforms differential equations or difference equations describing
physical systems to the complex field, and uses transfer functions to design and
analyze systems, and to determine the structure and parameters of controllers in
the frequency domain. This design approach suffers from certain drawbacks, since it
is restricted to SISO systems and difficult to reveal the internal behavior.

In the 1960s, the development of the aeronautics and aerospace industry stimulated
the field of feedback control. Significant progress had been made. In the meantime, R.
Bellman proposed the dynamic programming method for optimal control. Pontryagin
proved Maximum principle and developed further the optimal control theory. R. E.
Kalman systematically introduced the state-space method, including the concepts of
controllability and observerability and the filtering theory. These work, which used
the ordinary differential equation (ODE) as a model for control systems, laid the
foundations of modern control theory and this approach relying on ODEs, is now
often called modern control to distinguish it from classical control, which uses the
complex variable methods of Bode and others.

In contrast to frequency domain analysis of the classical control theory, the mo-
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dern control theory relies on first-order ordinary differential equations and utilizes
the time-domain state-space representation. To abstract from the number of inputs,
outputs and states, the variables are expressed as vectors and the differential and
algebraic equations are written in matrix form (the latter only being possible when
the dynamical system is linear). The state space representation (also known as the
“time-domain approach”) provides a convenient and compact way to model and ana-
lyze systems with multiple inputs and outputs. Given inputs and outputs, we would
otherwise have to write down Laplace transforms to encode all the information on a
system. Unlike the frequency domain approach, the use of the state space represen-
tation is not limited to systems with linear components and zero initial conditions.
“State space” refers to the space whose axes are the state variables. The state of the
system can be represented as a vector within that space.

In the late 1970s, the control theory under development had entered the period of
diversified development. The large scale system theory and intelligent control theory
were established. Afterwards, some new ideas and new theoretical control, like, multi-
variable frequency domain theory by H. H.-Rosenbroek, fuzzy control theory by L. A.
Zadeh formed the new control concept.

In recent years, with the econdmy and the rapid development of science and tech-
nology, automatic control theory and its applications continue to deepen and ex-
pand. An enormous impulse was given to the field of automatic control theory. New
problems, new ideas and new methods are proposed to meet the need of practical
engineering problems.

0.2 Main Contents of Modern Control Theory

In summary, there mainly exist the following branches in the field of modern control
theory.

1. Linear system theory

It is the basis of modern control theory, based on linear systems, aiming at study-
ing the motion rule of the system states and the possibilities and implementation
methods to change them, establishing and explaining the system structure, para-
meters, behaviors and the relationship between them. Linear system theory includes
not only the system controllability, observability, stability analysis, but also the state
feedback, state estimation compensator theory and design methods, etc.

2. Optimal filtering theory

The research object focuses on stochastic systems which are described by stochastic
difference equations or differential equations. It focuses on obtaining the desired
signals by applying some criteria to the measured data that having been contaminated
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by stochastic noises.

3. System discrimination

In order to study control systems, mathematical models are needed to establish firstly.
However, due to the complexity of systems, sometimes, it is difficult to find the des-
cription of systems by analysis methods directly. The system discrimination, relying
on the experimental data of inputs and outputs, determine the equivalent model that
having the same substantive characteristics of systems, from a given model sets.

4. Optimal control

Optimal control is a control law for a given control system, which optimizes the specif
ic performance index in some sense. The restricted control is the limitation in the
physical system, and the performance index is some contrived criteria to evaluate the
system. Maximum principle proposed by Pontryagin, and the dynamical program-
ming method by R. Bellman are two important methods to solve the optimal control
problem.

5. Adaptive control

Adaptive control is a control law that can guarantee desired system behavior regard-
less of the changes in the dynamics of the plant and the presence of disturbances. The
basic objective of an adaptive controller is to maintain a consistent performance of a
system in the presence of uncertainties in the plant parameters, which may occur due
to nonlinear actuators, changes in the operating conditions of the plant and distur-
bances acting on the plant. In general, there are two principal approaches to design
adaptive controllers, namely, model-reference adaptive control (MRAC) systems and
self-tuning regulators (STR).

6. Nonlinear system theory

Its main objective is to investigate nonlinear systems. Generally, we can also simplify
nonlinear system problems to the linear ones, by the linearization method.



Chapter 1

Mathematical Description of Systems

In classical control theory, the transfer function description of physical systems allows
us to use block diagrams to interconnect subsystem. However, it has certain basis
limitations. This is due to the fact that it is an external description of control systems
based on the input output relation, and is only applicable to the linear, time variant
SISO system. '

Nowadays, the time domain method based on the state space description is more
popular, which is powerful technique for the design and analysis of linear, non-
linear systems and time-invariant, time-varying system, and can be easily extended
to MIMO systems. Furthermore, using this approach, the system can be designed for
optimal conditions with respect to given performance indices. In spite of the benefits
above, the state variable approach can not completely replace the classical approach.
In practice, we usually use both of them to overcome the certain weakness. In what
follows, we will discuss the basis of the modern control theory.

At the beginning, the following example is given to explain the modeling process
of control systems.

1.1 Example

A mass-spring-friction system is described by Fig. 1.1. In the figure, k; is frictional
coefficient, ko is elastic coefficient, f is force onto the body. The output of system is
the displacement z (t) of mass M. Please give the state equation of the system.

z(t)

. ——

NN

Ky

777777777

Fig. 1.1

NANN

N
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dz (t)
dt

Solution The friction of system is k; , the force of spring is kz (t), Ac-

cording to the Second Newton Law

d?z (t)
dt?

Let 1 = z, 3 = &, then we have the following equation set:

M =f—k1dz—£t)—k2$(t)

d;1=:1:2
.k ko f
xz—ﬁxz—*ﬁiﬁ*i‘ﬁ

The equation set above can be described by the following matrix form

2[5 B

1.2 Basic Definitions

The basis of modern control theory is the concepts of state and state variables. In
the following, we shall present some basic definitions of the control theory.

Definition 1.1 System is defined by the behavior of something observed, some-
thing in process, physics unit etc.

Definition 1.2 The past, present and future circumstances of the system are
called the state of system.

Definition 1.3 A set of the least variables which can fully determine the state
of system is called state variables.

Definition 1.4 The input of system is given by a set of variables which controls
the system.

Definition 1.5 The output of system is described by a signal from the system
which is measurable.

A simple example of the state variable description of a dynamic system is the RLC
network described in Fig. 1.2.

i,

,, ] °F

Fig. 1.2
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Suppose that the voltage u is the input to the RLC network. It follows from
Kirchhoff’s current and voltage laws that the current 77, through the inductor L and
the voltage u. across the capacitor C satisfy the following differential equations:

di
u=Ld—:+uc
. Uc du,
L = R+Cdt

Let ©1 = ir, T2 = u., then we have the following equation set:

. 1
$1——'E$2+Z‘U.
2—R1 RC2

The equation set above can be described by the following matrix form

. R 1
1{:1 _ L T 1ETs
C3 il SO | S A

R RC

a= — 1
yremg =0 1][@]
For a specific system, the number of state variables is fixed and is equal to the order
of the system, and we can see that the number of state variables may be determined
according to the number of initial conditions needed to solve the differential equation
or the number of first order differential equations needed to define the system.

1.3 System Descriptions

Consider a linear system described by

i(t)=A(t)z(t)+B(t)u(t) (1-3-1a)
y(t)=C@t)z(t)+ D) u(t) (1-3-1b)

where z (t) € R™ is the state vector, u (t) € R™ is the input vector, andy (t) € R/ is
the output vector. A (t) € R™*" is the coefficient matrix, B (t) € R"*™ is the control
matrix, C (¢) € R™*" is the output matrix, D (t) € R*™ is the direct feedback matrix.
System (1-3-1) is called the linear system, equation (1-3-1a) is the state equation, and
equation (1-3-1b) is the output equation. If A(t),B(t),C(t) and D(t) are constant
matrices, system (1-3-1) is called the linear time-invariant system. For convenience,
linear time-invariant system (1-3-1) can be denoted by (A, B, C, D).



