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Some Notation and Abbreviations

Defined or First Used
In Section(s) (see

Notation Meaning,Comments a{gg_Index)
A . algorithm 19,23
ar(A);ar(P) number of arithmetical operations 19,23
involved in A; required in order
to solve a problem P
as(A) number of additions/subtractions 324533
involved in A _
AAPR accumulation of the accelerating 6
power via recursion o
by(X,Y) B bilinear form in X,Y 2 .
BA(n) o bilinear algorithm for nXn MM 2,22,23
BA(nZX) _ bilinear A-algorithm for nXn MM o 23
BBM __Boolean MM 18 o
bs(A) ___bit-space used_py A 23 )
bt(A) _Eig—time used by A N 23 _
bt(s),bt(*,s),bt(+,s) 18
bs(P),bt(P) bit-time and bit-space of a 23
computational problem P
o] the field of complex numbers 2
32__ commutative rank 32
cbo commutat{ve A-rank 33 L
c(g,h) g!/(ht(g-h)1t) 8,9
cond . condition 25 -
D domain of definition of Part 2 (Summary);
problem or algorithm 23
d ____ degree of M-algorithm 6
d shortest distance 18 only




Vil

det (W) determinant of a matrix W 19
Det(n) the problem of the evaluation Part 2 (Summary);
of the determinant of an nXn matrix 19
DFT(n) discrete Fourier transform, 38,39
E extension of a ring (field) 5
E,E(n),e(n),E(A,D,h), error bounds Part 2 (Summary);
E(Z(V),D,h) 23-30
F ring,field 2
FIX) ring of polynomials over F 6
£(1,3,9), £ (j,k,q), constant coeficients (from F) 2
£''(ky1,9),
flae,q),f" (Bya), of bilinear algorithms
£''0,q)
£(i,3,a,M\), coefficients (from F[A]) 6
£' (3,%,a,0),
f"(k,i,q,A), of bilinear A-algorithms
C£6,q50)
£ (Bra,n),
£ (9,0
£,0' 0" EE 23
FFT fast Fourier transform Intr.,2,38
h(s) pl-3 ' 23
uH,wH complex conjugate of number u, 19
conjugate transpose of matrix W
I (also In)) identity matrix (of size nXn) 19
zh( tar %a) a ;:gﬁﬁxogr of a vector 24
log u logarithm to the base 2 of u 1




t
L 2
a’tq
L)
10
Lq
M rank of algorithm, A-rank of A-algorithm 2,4,6
MA,MS matrix addition,subtraction 20
MI matrix inversion Part 2 (Summary);
19
MM matrix multiplication Intr., 1
(myn,p); the problem of mXn
also mXnXp MM by nXp MM 2

0(g(s)),o(g(s)) see Notation 18.1 Intr.,1,18

O,On null matrix 19,20

PM polynomial multiplication 2

Q field of rational numbers 2

Q unitary matrix (a QR-factor) 20

Q(s) computed approximation to Q 26-30

- *

QR,QR,QR 20

R upper triangular matrix 20
(a QR-factor)

R(s) computed approximation to R 26-30

R field of real numbers 2

R set of vectors in the proof 9 only
of Theorem 7.2

SLE the problem of solving a system Part 2 (Summary);
of linear equations 19

sm(A) number of scalar 32,33
multiplications in A

T trilinear form 10

TA trilinear aggregating ntre;3; 11



Tr(W) trace of a matrix W 10
TMI triangular matrix inversion 21
t tensor 2,10
U,V,W,X,Y,Z matrices 1,2,4,6,10
Z ring of integers 245
Z(\V) ring of integers 2,5
modulo \)
Z(V) output matrix 24-30
8(4,3) §(i,3)=0,1i # 338(4,1)=1 2
A, [§ error value,error matrix 23-30
A see \-algorithms 4,6
P 2 Pp rank, rank over a ring F 2
pm,yn,p) rank of mXnXp MM 2
bo A-rank 36
W exponent of MM 2
wF exponent of MM over a 2
ring F of constants
bAL symbols of sums, products
2 diagonal matrix 20 only
Luld, M ull see Notation 18.1 18
) direct sum of disjoint problems 8
@ direct sum of identical 2,5,8
disjoint problems
] (tensor) product of bilinear 2,5,8
problems
B direct (Kronecker) product of 10, 14,16

vectors, matrices, tensors, and of

linear, bilinear, or polylinear
forms



X

] generalized MM 18 only
Iyl TIWl] norms of vector v, matrix W 24

t €« t' mapping (algorithm) 5,8

] cardinality of a set S

lul absolute value (modulus)

of a number u

c, g_ inclusion of one set into another 5
e inclusion of an element into a set 9
U union of sets 5

[ | end of clause, of proof, of algorithm
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Introduction

Matrix multiplication (hereafter referred to as MM) is a basic operation of

linear algebra, which has numerous applications to the theory and practice of compu-
tation. In particular, several important applications are due to the fact that MM
is a substantial part of several successful algorithms for other computational prob-
lems of linear algebra and combinatorics, such as the solution of a system of linear
equations, matrix inversion, the evaluation of the determinant of a matrix, Boolean
MM, and the transitive closure of a graph. Moreover, the computational time
required for MM is the dominating part of the total computational time required for
all of those problems, that is, all such problems can be reduced to MM and can be
solved fast if MM is solved fast.

How fast can we multiply matrices? The product of a pair of N X N matrices X
and Y can be evaluated in a straightforward way using N3 multiplications of the
entries of X and Y and N3 - N2 additions of the resulting products. The best upper
bound on the number of arithmetical operations for MM and for all related problems
listed above remained O(N3) until 1968 while the best lower bounds on that number
were of order N°. The best lower bound is still of the same order N° but since 1968
the "upper" exponent 3 has been reduced to the currently record value 2.496. So far
the 1latter progress made no impact on the practice of computing matrix products due
to the substantial overhead of the asymptotic acceleration of MM. The impact on the
theory of algorithms, however, was substantial. The mere existence of asymptoti-
cally fast algorithms for MM and for the related computational problems is encourag-
ing. More important, a deeper insight into the subject of the design of efficient
algorithms for arithmetical computations has been obtained due to the study of MM.
Furthermore some specific techniques such as the duality method and the methods of
the fast approximate computation first passed the tests of their efficiency in the
study of MM and then were successfully applied to other computational problems.
Also some rather unexpected theoretical applications followed. (For example, see
Theorem 7.1 in Section 7, which implies a nontrivial fact of the theory of tensors,
and note the quantitative measure of asynchronicity of linear computations defined

in Section 39.)

The original intension of the present author was to summarize the knowledge
accumulated through the years of the study of MM. In the process of writing the
book, the author observed some new facts, developed some new insights, and arrived

at some algorithms that promise some practical application.

The major subdivision of the material will be as follows. 1In Part 1 of this
book the algorithms for MM will be devised that are currently asymptotically
fastest, that is, they define the exponent 2.496. This will be an occasion to

demonstrate all of the major techniques that historically have been applied to the



asymptotic acceleration of MM. In Part 2 the computations for several problems of
combinatorial analysis and 1linear algebra will be reduced to MM and consequently
accelerated. The traditional reduction in terms of the numbers of arithmetical
operations will be extended to the reduction in terms of the numbers of bit-

- operations and bits of storage space involved. The bit-time and the bit-space used
in the algorithms will be shown to be closely related to the values of the condition
numbers of those algorithms; those condition numbers will be estimated. The bit-
time  complexity classification of the linear algebra problems rather unexpectedly
differs from their arithmetical complexity classification. In Part 3 several algo-
rithms for fast MM with smaller overhead will be presented. Those algorithms are
superior over the asymptotically fastest algorithms for NXN MM for all sizes of
interest, say, certainly for all N < 1020, Furthermore, the wunrestricted A-
algorithms defined in Section 40 promise to lead to an efficient practical method of
computation in linear algebra. (That class of algorithms extends our study begun in
[P80a] and [P82].) Also in Part 3 some well-known linear lower bounds on the com-
plexity of algorithms of different classes will be derived for the sake of complete-
ness and in order to demonstrate the basic active substitution method and some other
customary lower bound techniques. The summaries introducing Parts 2 and 3, the
titles of the sections and their first paragraphs may serve as the further guidance
to the contents of the book.

To facilitate the selective reading from the book and its use for references,
we will minimize the interconnections among Parts 1, 2 and 3 and even among the
groups of subjects within each part, particularly within Part 3. (For instance, the
readers may now try to read Section 39 on the asynchronicity with the occasional
references to the preceding sections, if needed, or they may try to examine Examples
40.1-40.5 of the unrestricted A\-algorithms presented in the concluding Section 40.)
On the other hand, we will unify our presentation, at least in Part 1, by using a
model example (throughout Part 1) to illustrate the main ideas and the main tech-
niques. (This line has clear historical parallels in the study of MM, which has
been greatly influenced by the successful designs of algorithms in the form of mod-
estly looking patterns.) For more selective reading about the asymptotic accelera-
tion of MM, we refer to the papers [P84] (for a lighter presentation of that sub-

ject) and [PB2c] and [P8Y4a] (for a more concise treatment of it).

We will employ mostly algebraic techniques in Parts 1 and 3 and mostly the
techniques of numerical analysis (in particular of error analysis and of numerical

linear algebra) in Part 2.

The author tried to make the exposition elementary and basically self-
contained. The outside results cited in Part 2 of the book will amount to the

well-known estimates for the bit-complexity of the four arithmetical operations and



of the evaluation of square roots and to some elementary facts from the undergradu-
ate level text books on numerical analysis. In Parts 1 and 3 a very modest amount
of algebra (mostly just the concepts of the algebraic rings and fields) will be
used. That amount can be substantially reduced if the readers assume that the com-
putations have been performed with real or complex constants rather than over an
arbitrary ring or field of constants and also if they skip the "harder" sections and
remarks, such as our remarks on the correlatién between the arithmetical complexity

and the tensor rank (the concept of tensor rank is not wused in our presentation

except for the proof of isolated Theorem 36.2 in Section 36 but we indicate where
that concept could be used in order to obtain a more comprehensive insight into the

subject).

This monograph covers mostly the progress since 1978 that has not been covered
in other books so far except for the excellent but very brief treatment in [K].
(Also the papers [P81],[S81], and [CW] remain very far from being complete and
updated surveys on MM.) Several adjacent topics have already been well treated in
the books and in the survey papers. We will omit those topics or only briefly men-
tion about them referring the reader to [AHUJ], [BM], [K] on the design and analysis
of algorithms for arithmetical computations, to [GvL] on the numerical aspects of
linear algebra including the computations with sparse and special matrices; to [BGH]
and [He] on parallel algebraic computing; to [DGK] on the pipe-line computation in
linear algebra; and to the numerous publications on the computation with Toeplitz,
Hankel, and circulant matrices and on the fast Fourier transform (FFT), see, in par-
ticular, [AHU], (B83], [BGY], [BM], [F71], [(F72], (F72a], [Fz], [FMKL], [GvL], [KI,
[kkM], [Ral, [wW80].

I will end this introduction with a brief overview of the history of MM and
with my recollections of my own work on the subject. (In order to emphasize the
more personal character of that overview, I will use the singular "I" rather than

the plural "we" until the end of the introduction.)

Historically the study of MM was the second of the major subjects that have
shaped the modern theory of the algeraic (arithmetical) computational complexity.
The pioneering work of 1954 by A.M. Ostrowski, see [0s], introduced the first sub-
ject of that theory, that is, the problem of fast evaluation of polynomials; see [K]
and [BM] for the history of the research on that subject where I was involved start-
ing with 1959. 1In 1964 my former Ph.D. thesis advisor in Moscow University, Profes-
sor A.G. Vitushkin, suggested me reducing the mentioned earlier gap between the
lower bound 2 and the upper bound 3 on the exponent in the case of a system of
linear equations. This was a somewhat natural continuation of my thesis work, where
I was fortunate to close the gap between the lower and the upper bounds on the

number of arithmetical operations required for the evaluation of polynomials, see



[p62],(P6L4],[P66]. (Actually the basic active substitution techniques from
[P62],[P6U4],[P66] turned out to be also useful for deriving some linear lower bounds
on the arithmetical complexity of linear algebra problems, compare [BM], [K],
[st72], [AS].) I have soon shifted to the study of MM and noted in December 1965 how
NXN MM could be performed in about N3/2 multiplications and in about 3N3/2 additions
and subtractions, see Example 32.2 in Section 32. That result was a simple and
almost straightforward extension of the previously developed techniques for the fast
evaluation of polynomials with preconditioning (see [P66] or [K] for surveys) but my
presentation of that result in January 1966 at the scientific seminar in Moscow
headed by A.S. Kronrod, E.M. Landis, and G.M. Adel'son-Vel'skii was very well
received. However, no interest elsewhere was raised, and the result remained unpub-
lished until 1968 when it was rediscovered by S. Winograd, see [W68]. Furthermore,
I could not get any support for my study of MM and had to interrupt that study until
1978. (I, however, published a short paper on that subject in 1972, see [PT72].)
Meanwhile MM became the subject of worldwide interest in 1968, when Volker Strassen
discovered that the problem of MM and consequently several related computational
problems of linear algebra can be solved in O(N2'808) rather than in O(N3) arithmet-
ical operations. Many scientists understood that discovery as a signal to attack
the problem and to push the exponent further down. No further progress, however,
followed for about 10 years. It happened that by that time, in 1978, I was able to
come back to the study of MM. In September 1977 I started to work at the Department
of Mathematics of the IBM Research Center, Yorktown Heights, New York, reporting the
results of my work to S. Winograd, whose previous major publications [W67] and [W70]
relied on [P66] and who later became the head of that department. In May 1978 I
reexamined my algorithmic design published in 1972, improved it, and reduced the
exponent first to 2.795 and soon thereafter to 2.781. That progress relied on the
special techniques of trilinear aggregating (TA) introduced in my paper [P72] in
1972. TA turned out to be a general efficient method for the design of fast MM
algorithms. The power of TA was substantially enhanced by combining it with two
other important techniques introduced later (in 1978 and in 1979). Namely, fast
algorithms for MM can be derived from the so called any precision aprpoximation
algorithms (APA-algorithms) for Disjoint MM. The striking and ingenious idea of
using APA-algorithms for the acceleration of MM was first introduced by D. Bini, M.
Capovani, G. Lotti and F. Romani in [BCLR]. The efficiency of the application of
that idea to MM was substantiated by D. Bini in [B80]. (We will describe the APA-
algorithms in this book under the name M-algorithms.) The idea of using Disjoint MM
was due to A. Sch;hhage, see [S81]. The idea comes quite natural from the analysis
of TA and of the so called direct sum problem. (The latter problem was well known
in combinatorial analysis and in algebra. For the algebraic computation, that prob-
lem was first stated in the form of a conjecture by V. Strassen in 1973, see

[St73].) The comparison of the applications of TA in [P72], [P78], [P80] and in the



