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Foreword

This book represents an important addition to the library of professional MATLAB
reference texts. Whereas most other MATLAB-related texts typically focus on
a specific engineering domain, this book targets general MATLAB users, who
are already familiar with MATLAB and wish to improve their program’s speed
using multicore and GPU parallelization. Until recently, parallelization was em-
ployed by supercomputers and were outside the reach of the regular MATLAB
user. But with multiple CPU cores and powerful GPU cards ubiquitous in modern
computers, parallelization is now available to anyone, and it would seem a waste
not to use all this available power for our compute-intensive MATLAB programs.
Unfortunately, MATLAB users have few resources explaining the fine details about
how exactly to make their MATLAB programs run on the GPU. MATLAB’s internal
documentation, good as it may be, may not be enough for professional development.
I believe that this book successfully fills this gap. A detailed discussion of GPU
programming in MATLAB is presented, starting with a general overview, continuing
with a discussion about how to employ easy-to-use gpuArrays, all the way to the
detailed intricacies of compiling CUDA kernels and integrating GPU code into MEX-
files. The reader therefore benefits from a discussion at various levels of increasing
complexity. Multiple usage examples are presented to enable users in different
engineering disciplines to understand the material, including a discussion about
real-world limitations such as memory or bandwidth. MATLAB error messages,
which are sometimes difficult to understand and overcome, are explained alongside
suggested solutions/workarounds. Multiple tips and best practices are suggested
throughout the book. While this book does not cover other aspects of MATLAB
performance tuning in any great detail, its discussion of GPU programming for
MATLAB is very detailed and quite up-to-date. With GPU programming becoming
commonplace, such a dedicated, detailed and highly readable book about this subject
is a welcome addition. This textbook should be on the bookself of any MATLAB
programmer who plans to employ GPU parallelization.

Yair Altman
“Accelerating MATLAB Performance,” http://UndocumentedMatlab.com
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Preface

MATLARB is a high-level language for technical computing. It is widely used as a
rapid prototyping tool in many scientific areas. Many researchers and companies use
MATLAB to solve computationally intensive problems and run their codes faster.
MATLAB provides the Parallel Computing Toolbox that allows users to solve their
computationally intensive problems using multicore processors, computer clusters,
and GPUs.

With the advances made in hardware, GPUs have gained a lot of popularity
in the past decade and have been widely applied to computationally intensive
applications. There are currently two major models for programming on GPUs:
CUDA and OpenCL. CUDA is more mature and stable. In order to access the CUDA
architecture, a programmer can write codes in C/C++ using CUDA C or Fortran using
the PGI’s CUDA Fortran, among others.

This book, however, takes another approach. This book is intended for students,
scientists, and engineers who develop or maintain applications in MATLAB and
would like to accelerate their codes using GPU programming without losing the
many benefits that MATLAB offers. The readers of this book likely have some or
a lot of experience with MATLAB coding, but they are not familiar with parallel
architectures.

The main aim of this book is to help readers implement their MATLAB
applications on GPUs in order to take advantage of their hardware and accelerate
their codes. This book includes examples for every concept that is introduced in
order to help its readers apply the knowledge to their applications. We preferred to
follow a tutorial rather than a case study approach when writing this book because
MATLAB’s users have different backgrounds. Hence, the examples presented in this
book aim to focus the interest of the readers on the techniques used to implement
an application on a GPU and not on a specific application domain. The examples
provided are common problems in many scientific areas such as image processing,
signal processing, optimization, communications systems, statistics, etc.

MATLAB’s documentation for GPU computing is very helpful, but the informa-
tion is not available in one location and important implementation issues on GPU
programming are not discussed thoroughly. Various functions and toolboxes have
been created since MATLAB introduced GPU support in 2010, so information is
scattered. The aim of this book is to fill this gap. In addition, we provide many
real-world examples in various scientific areas in order to demonstrate MATLAB’s
GPU capabilities. Readers with some experience of CUDA C/C++ programming will
also be able to obtain more advanced knowledge by utilizing CUDA C/C++ code in
MATLAB or by profiling and optimizing their GPU applications.

Xv
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The main emphasis of this book is addressed on two fronts:

The features that MATLAB inherently provides for GPU programming. This part
is divided into three parts:

1. GPU-enabled MATLAB built-in functions that require the existence of the
Parallel Computing Toolbox.

2. Element-wise operations for GPUs that do not require the existence of the
Parallel Computing Toolbox.

3. GPU-enabled MATLAB functions found in several toolboxes other than
Parallel Computing Toolbox, including Communications System Toolbox,
Image Processing Toolbox, Neural Network Toolbox, Phased Array System
Toolbox, Signal Processing Toolbox, and Statistics and Machine Learning
Toolbox.

Linking MATLAB with CUDA C/C++ codes either when MATLAB cannot
execute an existing piece of code on GPUs or when the user wants to use highly
optimized CUDA-accelerated libraries.

The main target groups of this book are:

Undergraduate and postgraduate students who take a course on GPU program-
ming and want to use MATLAB to exploit the parallelism in their applications.
Scientists who develop or maintain applications in MATLAB and would like
to accelerate their codes using GPUs without losing the many benefits that
MATLARB offers.

Engineers who want to accelerate their computationally intensive applications in
MATLAB without the need to rewrite them in another language, such as CUDA
C/C++ or CUDA Fortran.

We are thankful to MathWorks for providing us an academic license for MATLAB
through their MathWorks Book Program. We also thank NVIDIA for hardware
donations in the context of the NVIDIA Academic Partnership program. Special
thanks to Ioannis Athanasiadis for providing ideas and implementing examples for
GPU-enabled functions of MATLAB toolboxes. Finally, we thank our families for
their love and support over many years.

Nikolaos Ploskas
Nikolaos Samaras
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