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ANALYTIC PATTERN MATCHING

How do you distinguish a cat from a dog by their DNA? Did Shakespeare really
write all his plays? Pattern matching techniques can offer answers to these
questions and to many others, in contexts from molecular biology to telecommu-
nications to the classification of Twitter content.

This book, intended for researchers and graduate students, demonstrates the
probabilistic approach to pattern matching, which predicts the performance of pat-
tern matching algorithms with very high precision using analytic combinatorics
and analytic information theory. Part I compiles results for pattern matching prob-
lems that can be obtained via analytic methods. Part II focuses on applications
to various data structures on words, such as digital trees, suffix trees, string com-
plexity, and string-based data compression. The authors use results and techniques
from Part I and also introduce new methodology such as the Mellin transform and
analytic depoissonization.

More than 100 end-of-chapter problems will help the reader to make the lmk
between theory and practice.
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Foreword

Early computers replaced calculators and typewriters, and programmers focused
on scientific computing (calculations involving numbers) and string processing
(manipulating sequences of alphanumeric characters, or strings). Ironically, in
modern applications, string processing is an integral part of scientific computing,
as strings are an appropriate model of the natural world in a wide range of
applications, notably computational biology and chemistry. Beyond scientific
applications, strings are the lingua franca of modern computing, with billions
of computers having immediate access to an almost unimaginable number of
strings.

Decades of research have met the challenge of developing fundamental al-
gorithms for string processing and mathematical models for strings and string
processing that are suitable for scientific studies. Until now, much of this knowl-
edge has been the province of specialists, requiring intimate familiarity with the
research literature. The appearance of this new book is therefore a welcome
development. It is a unique resource that provides a thorough coverage of the
field and serves as a guide to the research literature. It is worthy of serious study
by any scientist facing the daunting prospect of making sense of huge numbers
of strings.

The development of an understanding of strings and string processing algo-
rithms has paralleled the emergence of the field of analytic combinatorics, under
the leadership of the late Philippe Flajolet, to whom this book is dedicated.
Analytic combinatorics provides powerful tools that can synthesize and simplify
classical derivations and new results in the analysis of strings and string pro-
cessing algorithms. As disciples of Flajolet and leaders in the field nearly since
its inception, Philippe Jacquet and Wojciech Szpankowski are well positioned
to provide a cohesive modern treatment, and they have done a masterful job in

this volume.
ROBERT SEDGEWICK

Princeton University






Preface

Repeated patterns and related phenomena in words are known to play a cen-
tral role in many facets of computer science, telecommunications, coding, data
compression, data mining, and molecular biology. One of the most fundamen-
tal questions arising in such studies is the frequency of pattern occurrences in a
given string known as the text. Applications of these results include gene finding
in biology, executing and analyzing tree-like protocols for multiaccess systems,
discovering repeated strings in Lempel-Ziv schemes and other data compression
algorithms, evaluating string complexity and its randomness, synchronization
codes, user searching in wireless communications, and detecting the signatures
of an attacker in intrusion detection.

The basic pattern matching problem is to find for a given (or random) pat-
tern w or set of patterns W and a text X how many times W occurs in the
text X and how long it takes for W to occur in X for the first time. There are
many variations of this basic pattern matching setting which is known as ezact
string matching. In approximate string matching, better known as generalized
string matching, certain words from W are expected to occur in the text while
other words are forbidden and cannot appear in the text. In some applications,
especially in constrained coding and neural data spikes, one puts restrictions on
the text (e.g., only text without the patterns 000 and 0000 is permissible), lead-
ing to constrained string matching. Finally, in the most general case, patterns
from the set W do not need to occur as strings (i.e., consecutively) but rather as
subsequences; that leads to subsequence pattern matching, also known as hidden
pattern matching.

These various pattern matching problems find a myriad of applications.
Molecular biology provides an important source of applications of pattern match-
ing, be it exact or approximate or subsequence pattern matching. There are
examples in abundance: finding signals in DNA; finding split genes where exons
are interrupted by introns; searching for starting and stopping signals in genes;
finding tandem repeats in DNA. In general, for gene searching, hidden pattern
matching (perhaps with an exotic constraint set) is the right approach for find-
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ing meaningful information. The hidden pattern problem can also be viewed
as a close relative of the longest common subsequence (LCS) problem, itself of
immediate relevance to computational biology but whose probabilistic aspects
are still surrounded by mystery.

Exact and approximate pattern matching have been used over the last 30
years in source coding (better known as data compression), notably in the
Lempel-Ziv schemes. The idea behind these schemes is quite simple: when
an encoder finds two (longest) copies of a substring in a text to be compressed,
the second copy is not stored but, rather, one retains a pointer to the copy (and
possibly the length of the substring). The holy grail of universal source coding
is to show that, without knowing the statistics of the text, such schemes are
asymptotically optimal.

There are many other applications of pattern matching. Prediction is one
of them and is closely related to the Lempel-Ziv schemes (see Jacquet, Sz-
pankowski, and Apostol (2002) and Vitter and Krishnan (1996)). Knowledge
discovery can be achieved by detecting repeated patterns (e.g., in weather pre-
diction, stock market, social sciences). In data mining, pattern matching algo-
rithms are probably the algorithms most often used. A text editor equipped with
a pattern matching predictor can guess in advance the words that one wants to
type. Messages in phones also use this feature.

In this book we study pattern matching problems in a probabilistic frame-
work in which the text is generated by a probabilistic source while the pattern
is given. In Chapter 1 various probabilistic sources are discussed and our as-
sumptions are summarized. In Chapter 6 we briefly discuss the algorithmic as-
pects of pattern matching and various efficient algorithms for finding patterns,
while in the rest of this book we focus on analysis. We apply analytic tools
of combinatorics and the analysis of algorithms to discover general laws of pat-
tern occurrences. Tools of analytic combinatorics and analysis of algorithms are
well covered in recent books by Flajolet and Sedgewick (2009) and Szpankowski
(2001).

The approach advocated in this book is the analysis of pattern matching
problems through a formal description by means of regular languages. Basi-
cally, such a description of the contexts of one, two, or more occurrences of
a pattern gives access to the expectation, the variance, and higher moments,
respectively. A systematic translation into the generating functions of a com-
plex variable is available by methods of analytic combinatorics deriving from
the original Chomsky—Schiitzenberger theorem. The structure of the implied
generating functions at a pole or algebraic singularity provides the necessary
asymptotic information. In fact, there is an important phenomenon, that of
asymptotic sitmplification, in which the essentials of combinatorial-probabilistic
features are reflected by the singular forms of generating functions. For instance,
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variance coefficients come out naturally from this approach, together with a suit-
able notion of correlation. Perhaps the originality of the present approach lies in
this joint use of combinatorial-enumerative techniques and analytic-probabilistic
methods.

We should point out that pattern matching, hidden words, and hidden mean-
ing were studied by many people in different contexts for a long time before com-
puter algorithms were designed. Rabbi Akiva in the first century A.D. wrote a
collection of documents called Maaseh Merkava on secret mysticism and medi-
tations. In the eleventh century the Spaniard Solomon Ibn Gabirol called these
secret teachings Kabbalah. Kabbalists organized themselves as a secret society
dedicated to the study of the ancient wisdom of Torah, looking for mysterious
connections and hidden truths, meaning, and words in Kabbalah and elsewhere.
Recent versions of this activity are knowledge discovery and data mining, bib-
liographic search, lexicographic research, tertual data processing, and even web
site indexing. Public domain utilities such as agrep, grappe, and webglimpse
(developed for example by Wu and Manber (1995), Kucherov and Rusinowitch
(1997), and others) depend crucially on approximate pattern matching algo-
rithms for subsequence detection. Many interesting algorithms based on regular
expressions and automata, dynamic programming, directed acyclic word graphs,
and digital tries or suffix trees have been developed. In all the contexts men-
tioned above it is of obvious interest to distinguish pattern occurrences from the
statistically unavoidable phenomenon of noise. The results and techniques of
this book may provide some answers to precisely these questions.

Contents of the book

This book has two parts. In Part I we compile all the results known to us
about the various pattern matching problems that have been tackled by ana-
lytic methods. Part II is dedicated to the application of pattern matching to
various data structures on words, such as digital trees (e.g., tries and digital
search trees), suffix trees, string complexity, and string-based data compression
and includes the popular schemes of Lempel and Ziv, namely the Lempel-Ziv'77
and the Lempel-Ziv’78 algorithms. When analyzing these data structures and
algorithms we use results and techniques from Part I, but we also bring to the
table new methodologies such as the Mellin transform and analytic depoissoniza-
tion.

As already discussed, there are various pattern matching problems. In its
simplest form, a pattern W = w is a single string w and one searches for some or
all occurrences of w as a block of consecutive symbols in the text. This problem
is known as ezact string matching and its analysis is presented in Chapter 2
where we adopt a symbolic approach. We first describe a language that contains
all occurrences of w. Then we translate this language into a generating function
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that will lead to precise evaluation of the mean and variance of the number of
occurrences of the pattern. Finally, we establish the central and local limit laws,
and large deviation results.

In Chapter 2 we assume that the text is generated by a random source
without any constraints. However, in several important applications in coding
and molecular biology, often the text itself must satisfy some restrictions. For
example, codes for magnetic recording cannot have too many consecutive zeros.
This leads to consideration of the so-called (d, k) sequences, in which runs of
zeros are of length at least d and at most k. In Chapter 3 we consider the exact
string matching problem when the text satisfies extra constraints, and we coin
the term constrained pattern matching. We derive moments for the number of
occurrences as well as the central limit laws and large deviation results.

In the generalized string matching problem discussed in Chapter 4 the pat-
tern W is a set of patterns rather than a single pattern. In its most general
formulation, the pattern is a pair (Wp, W) where W) is the so-called forbidden
set. If Wy = () then W is said to appear in the text X whenever a word from
W occurs as a string, with overlapping allowed. When Wy # () one studies the
number of occurrences of strings from W under the condition that there is no
occurrence of a string from W, in the text. This is constrained string matching,
since one restricts the text to those strings that do not contain strings from W.
Setting W = 0 (with Wy # @), we search for the number of text strings that
do not contain any pattern from W,. In this chapter we present a complete
analysis of the generalized string matching problem. We first consider the so-
called reduced set of patterns in which one string in W cannot be a substring of
another string in WW. We generalize our combinatorial language approach from
Chapter 2 to derive the mean, variance, central and local limit laws, and large
deviation results. Then we analyze the generalized string pattern matching. In
our first approach we construct an automaton to recognize a pattern W, which
turns out to be a de Bruijn graph. The generating function of the number of oc-
currences has a matrix form; the main matrix represents the transition matrix of
the associated de Bruijn graph. Our second approach is a direct generalization
of the language approach from Chapter 2. This approach was recently proposed
by Bassino, Clement, and Nicodeme (2012).

In the last chapter of Part I, Chapter 5, we discuss another pattern matching
problem called subsequence pattern matching or hidden pattern matching. In
this case the pattern W = wyas - - - wyy,, where w; is a symbol of the underlying
alphabet, occurs as a subsequence rather than a string of consecutive symbols
in a text. We say that W is hidden in the text. For example, date occurs
as a subsequence in the text hidden pattern, four times in fact but not even
once as a string. The gaps between the occurrences of W may be bounded
or unrestricted. The extreme cases are: the fully unconstrained problem, in
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which all gaps are unbounded, and the fully constrained problem, in which all
gaps are bounded. We analyze these and mixed cases. Also, in Chapter 5
we present a general model that contains all the previously discussed pattern
matchings. In short, we analyze the so-called generalized subsequence problem.
In this case the pattern is W = (Wy,...,Wy), where W; is a collection of
strings (a language). We say that the generalized pattern W occurs in the
text X if X contains W as a subsequence (wi,ws,...,wy), where w; € W;.
Clearly, the generalized subsequence problem includes all the problems discussed
so far. We analyze this generalized pattern matching for general probabilistic
dynamic sources, which include Markov sources and mixing sources as recently
proposed by Vallée (2001). The novelty of the analysis lies in the translation
of probabilities into compositions of operators. Under a mild decomposability
assumption, these operators possess spectral representations that allow us to
derive precise asymptotic behavior for the quantities of interest.

Part II of the book starts with Chapter 6, in which we describe some data
structures on words. In particular, we discuss digital trees, suflix trees, and the
two most popular data compression schemes, namely Lempel-Ziv'77 (LZ’77)
and Lempel-Ziv'78 (LZ’78).

In Chapter 7 we analyze tries and digital search trees built from independent
strings. These basic digital trees owing to their simplicity and efficiency, find
widespread use in diverse applications ranging from document taxonomy to 1P
address lookup, from data compression to dynamic hashing, from partial-match
queries to speech recognition, from leader election algorithms to distributed
hashing tables. We study analytically several tries and digital search tree pa-
rameters such as depth, path length, size, and average profile. The motivation
for studying these parameters is multifold. First, they are efficient shape mea-
sures characterizing these trees. Second, they are asymptotically close to the
parameters of suffix trees discussed in Chapter 8. Third, not only are the an-
alytical problems mathematically challenging, but the diverse new phenomena
they exhibit are highly interesting and unusual.

In Chapter 8 we continue analyzing digital trees but now those built from
correlated strings. Namely we study suffix trees, which are tries constructed from
the suffixes of a string. In particular we focus on characterizing mathematically
the length of the longest substring of the text occurring at a given position
that has another copy in the text. This length, when averaged over all possible
positions of the text, is actually the typical depth in a suffix trie built over
(randomly generated) text. We analyze it using analytic techniques such as
generating functions and the Mellin transform. More importantly, we reduce its
analysis to the exact pattern matching discussed in depth in Chapter 2. In fact,
we prove that the probability generating function of the depth in a suffix trie
is asymptotically close to the probability generating function of the depth in a
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trie that is built over n independently generated texts analyzed in Chapter 7, so
we have a pretty good understanding of its probabilistic behavior. This allows
us to conclude that the depth in a suffix trie is asymptotically normal. Finally,
we turn our attention to an application of suffix trees to the analysis of the
Lempel-Ziv’'77 scheme. We ask the question how many LZ’77 phrases there
are in a randomly generated string. This number is known as the multiplicity
parameter and we establish its asymptotic distribution.

In Chapter 9 we study a data structure that is the most popular and the
hardest to analyze, namely the Lempel-Ziv’78 scheme. Our goal is to charac-
terize probabilistically the number of L.Z’78 phrases and its redundancy. Both
these tasks drew a lot of attention as being open and difficult until Aldous and
Shields (1988) and Jacquet and Szpankowski (1995) solved them for memoryless
sources. We present here a simplified proof for extended results: the central limit
theorem for the number of phrases and the redundancy as well as the moderate
and large deviation findings. We study this problem by reducing it to an analy-
sis of the associated digital search tree, already discussed in part in Chapter 7.
In particular, we establish the central limit theorem and large deviations for the
total path length in the digital search tree.

Finally, in Chapter 10 we study the string complexity and also the joint string
complexity, which is defined as the cardinality of distinct subwords of a string or
strings. The string complexity captures the “richness of the language” used in a
sequence, and it has been studied quite extensively from the worst case point of
view. It has also turned out that the joint string complexity can be used quite
successfully for twitter classification (see Jacquet, Milioris, and Szpankowski
(2013)). In this chapter we focus on an average case analysis. The joint string
complexity is particularly interesting and challenging from the analysis point
of view. It requires novel analytic tools such as the two-dimensional Mellin
transform, depoissonization, and the saddle point method.

Nearly every chapter is accompanied by a set of problems and related bibli-
ography. In the problem sections we ask the reader to complete a sketchy proof,
to solve a similar problem, or to actually work on an open problem. In the
bibliographical sections we briefly describe some related literature.

Finally, to ease the reading of this book, we illustrate each chapter with
an original comic sketch. Each sketch is somewhat related to the topic of the
corresponding chapter, as discussed below.
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