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STATISTICS FOR SPORT AND
EXERCISE STUDIES

Statistics for Sport and Exercise Studies guides the student through the full research process,
from selecting the most appropriate statistical procedure, to analysing data, to the presenta-
tion of results, illustrating every key step in the process with clear examples, case studies and
data taken from sport and exercise settings.

Every chapter includes a range of features designed to help the student grasp the underlying
concepts and relate each statistical procedure to their own research project, including defi-
nitions of key terms, practical exercises, worked examples, clear summaries and guides to
further reading and resources. The book also offers an in-depth and practical guide to using
SPSS in sport and exercise research, the most commonly used data analysis software in sport
and exercise departments. In addition, a companion website includes downloadable data
sets and work sheets for use in or out of the classroom.

This book is a complete, user-friendly and easy-to-read introduction to the use of statistical
tests, techniques and procedures in sport, exercise and related subjects.

Visit the companion website for this book at www.routledge.com/cw/odonoghue/

Peter O’Donoghue is Reader and Discipline Director for Performance Analysis in the Cardiff
School of Sport, Cardiff Metropolitan University, UK. Peter started his career as a computer
scientist before moving into sport and exercise science in 1997. Since then he has been
active in performance analysis of sport and is Chair of the International Society of Perform-
ance Analysis of Sport.
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PREFACE

Statistical analysis has been and continues to be an area where many students have difficul-
ties. This textbook, like the many other statistics textbooks, can only form part of the solution
to this problem. The author has read other statistics textbooks, particularly those that are
specifically aimed at sport and exercise sciences. While there is a rationale for the current
textbook, the author wishes to recognize the outstanding work of Ntoumanis (2001), Hinton
(2004), Hinton et al. (2004), Fallowfield et al. (2005) and Newell et al. (2010). These are
excellent textbooks with different emphases on statistical procedures, the use of statistical
packages and statistics within a research context. The key for successful development in the
area of statistics is engagement with the area. This textbook is designed to assist students who
are prepared to do the work necessary to develop the knowledge, intellectual and practical
skills of the area.

In designing this textbook, the author considered how statistics are used within research
and identified three things that need to be done: (a) select the most appropriate statistical
procedures for the given research design; (b) apply the procedures to research data; and
(c) report the results of data analysis. Therefore, each of the chapters covering statistical
procedures follows a structure based on these phases aided by the use of a sport or exercise
science example. The book uses SPSS (SPSS: An IBM Company, Armonk, NY) as an example
computerized statistical analysis package. SPSS data sheets are provided on an accompany-
ing website to allow students to try the examples for themselves and compare their results
with those in the book. The exercises with accompanying data and solutions are also found
on the website.

While engaging in these exercises is strongly encouraged, the author also had to consider
where and when readers might be reading the textbook. It is not always convenient for read-
ers to be logged onto a computer that has the SPSS package installed. Some may prefer to
read through chapters before engaging in the exercises. Therefore, the book was written so
that it could be used without the accompanying resources. However, the full potential of the
book will only be realized by those who do engage in the practical exercises.

Developing the book has also been a learning experience for the author who has enjoyed
the discussions he has had with colleagues about the examples that can be used and types
of analyses that the book should promote. The book has also made a couple of contributions
that may be original. The reason that the author says ‘may be original” is because the two
developments seem so obvious that somebody somewhere must have made such proposals
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before. One is an alternative to the Bonferroni adjustment used to restrict the experiment-
wise a level. The author has always been uncomfortable with the Bonferroni adjustment
leading to p values of 1.000 being reported because probabilities of greater than 1 have
been calculated! The alternative approach proposed in Chapter 11 ensures an o level for
individual pairwise comparisons that leads precisely to the intended experiment-wise o
level. The second contribution is post hoc testing for the chi square test of independence.
Where an association between two categorical variables measured at more than two levels
is found, the author proposes testing each nominal value against the others put together to
determine precisely where significance occurs.

This book is a reference book and is not intended to be read from cover to cover in sequen-
tial order. Indeed, the placement of some chapters was a difficult decision to make. In
particular, there is a case for covering reliability before the main descriptive and inferential
procedures. The first chapter is a general introduction to the area of statistics within the
context of quantitative research. The second chapter is more of a housekeeping chapter
providing guidance on how to use the book. Those who feel they cannot deal with equa-
tions and formulae should read this chapter and hopefully find that they are not so difficult.
Chapter 3 covers the all-important descriptive statistics before Chapter 4 considers the use
of standardized scores to assist interpretation of statistics. Chapters 5 and 6 provide essen-
tial background material on probability and probability distributions respectively which are
pre-requisite to Chapter 7 where hypothesis testing is introduced. Chapters 8 and 9 cover
correlation and regression. Chapters 11 to 15 cover inferential statistical procedures before
chapters 16 to 18 cover some of multivariate procedures that few sport and exercise sci-
ence students would cover before masters level. Chapter 19 was an interesting one for the
author to write because it highlights that different disciplines use the word ‘reliability” to
mean different things. Chapter 20 is a very brief introduction to statistical power analysis
and is heavily influenced by the work of Murphy et al. (2009). Those particularly interested
in statistical power are referred to the more in-depth coverage provided by Murphy et al.’s
(2009) book.
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