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Introduction

Highest weight modules play a key role in the representation theory of several classes
of algebraic objects occurring in Lie theory, including Lie algebras, Lie groups,
algebraic groups, Chevalley groups and quantized enveloping algebras. In many of
the most important situations, the weights may be regarded as points in Euclidean
space, R", and there is a finite group (called a Weyl group) that acts on the set
of weights by linear transformations. The minuscule representations are those for
which the Weyl group acts transitively on the weights, and the highest weight of
such a representation is called a minuscule weight. The term “minuscule weight” is
a translation of Bourbaki’s term poids minuscule [8, VIIL, section 7.3]; the spelling
“miniscule” is also found in the literature, although less commonly, and Russian-
speaking authors often call minuscule weights microweights. The list of minuscule
representations is as follows: all fundamental representations in type A,, the natural
representations in types C, and D,, the spin representations in types B, and D,, the
two 27-dimensional representations in type E4 and the 56-dimensional representation
in type E7.

Minuscule weights and minuscule representations are important because they occur
in a wide variety of contexts in mathematics and physics, especially in representation
theory and algebraic geometry. Minuscule representations are the starting point of
Standard Monomial Theory developed by Lakshmibai, Seshadri and others [42], and
they play a key role in the geometry of Schubert varieties.

One of the advantages of minuscule representations is that they are often much
easier to understand than typical representations of the same objects. For example,
Seshadri [70] proves that standard monomials give a basis for the homogeneous
coordinate ring of G/ P in the minuscule case, which is significantly more tractable
than the general case. Littelmann’s path model for representations of Lie algebras
[45] is also much simpler when minuscule representations are involved. Minuscule
representations have many other algebraic applications: they are useful in the theory
of Chevalley groups, where they are used to construct minuscule weight geometries
[5, section 6], and they also appear in the context of Bruhat decompositions [86].
Certain questions in the representation theory of algebraic groups can be reduced to
questions about minuscule representations [80]. In the theory of Macdonald polyno-
mials [85, section 6], minuscule weights are used to define the Macdonald operators.
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Minuscule representations also have applications to areas more remote from repre-
sentation theory, including special functions theory (see [25] and references therein),
random walks [2, 44], and conformal field theory: the paper [22] considers a corre-
spondence between minimal fluxes and minuscule weights of Lie algebras in types A,
D and E. Another application to physics appears in the paper [71], which constructs a
set of lattices by decorating the root lattices of various Lie algebras with their minus-
cule representations. The paper studies a family of Hamiltonians of fermions hopping
on these lattices in the presence of a background gauge field; in this context, the
Hamiltonians are themselves elements of the Lie algebras acting in their minuscule
representations.

As its title suggests, the focus of this book is on combinatorial properties of minus-
cule representations. This primarily refers to combinatorial properties of the weights
of the representations, especially the action of the Weyl group by orthogonal trans-
formations on the set of weights. Most of the literature on minuscule representations
says very little about this action, other than that it is transitive. However, the details
of the action turn out to be fascinating. For example, we shall see in Chapter 8 that
the failure of this action in general to be doubly transitive gives the Weyl group an
interesting structure as a permutation group, which is intimately related to (a) branch-
ing rules of minuscule representations, (b) the combinatorics of the polytope formed
by the convex hull of the weights and (c) various well-known families of graphs. An
important special case is when the weights are closed under negation and the Weyl
group acts as a rank 4 permutation group. In this case, the action of the Weyl group on
pairs of opposite weights is doubly transitive, but the failure in general of the action to
be triply transitive leads to the interesting combinatorial features of the 28 bitangents
to a plane quartic curve and the 27 lines on a cubic surface; these features include
examples of structures such as 2-graphs and generalized quadrangles, as well as the
rich combinatorics of Steiner complexes and Schlafli double sixes.

A main object of interest in this book is a certain type of infinite labelled poset
known as a full heap. Full heaps are defined from generalized Cartan matrices using
only combinatorics, and they can be used to construct affine analogues of minuscule
representations. These give rise to faithful permutation representations of affine Weyl
groups (some of which are familiar from other contexts) as well as minuscule-like
representations of various affine Kac—-Moody algebras. These representations are
closely related to the combinatorics of the associated root system; among other things,
this allows a construction of Chevalley bases for Lie algebras using the combinatorics
of heaps, as discussed in Chapter 7. The heap-theoretic approach also makes certain
features of minuscule representations of Lie algebras easy to understand, such as the
construction of certain invariant symplectic and orthogonal forms. We also remark on
the invariant cubic forms in type Eg and invariant quartic forms in type E7.

The final chapter contains a survey of some important combinatorial properties
related to minuscule representations, including minuscule elements, Gaussian posets,
and the jeu de taquin approach to Schubert calculus.

This book is not, and is not intended to be, a general introduction to Lie algebras
or Weyl groups of finite and affine type. There are already plenty of good books on
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these topics, and we will refer to these when necessary instead of developing the
relevant theory from scratch. For Lie algebras, we recommend the books by Erdmann
and Wildon [23] for a beginner, Carter [11] for an intermediate reader, and Kac [37]
for an expert. For Weyl groups and Coxeter groups, we recommend the books by
Humphreys [36] for a beginner, Bjorner and Brenti [4] for a reader interested in
combinatorics, and Geck and Pfeiffer [26] for a reader interested in computation or
representation theory. In contrast, the approach of this book is to develop both Lie
algebras and Weyl groups using a single, example driven, combinatorial approach
that makes explicit calculations easy. In particular, it should be possible, without a
computer, to understand all (or almost all) the examples and exercises in this book.

A reader familiar with linear algebra, groups, rings and point set topology should
be able in principle to read this book from cover to cover, treating it as a romp through
a circle of algebraic and combinatorial ideas with minuscule representations at the
centre. However, the material is arranged to make the book useful as a reference. The
reader who wishes to browse is advised to start by looking at the many examples and
exercises, particularly those in the last four chapters. Readers already familiar with
some of the objects of study may like to try to solve the exercises using their own
methods. Each chapter of this book concludes with a section of Notes and references,
which includes historical notes, references to the literature and directions for further
reading.

The chapters are structured as follows. Chapter 1 introduces Lie algebras and Weyl
groups of types A,, B,, C, and D, and shows how (with the exception of the Lie
algebra of type B,) these can be constructed, in their natural representations, using
the combinatorics of heaps. Chapter 2 develops the theory of heaps over Dynkin
diagrams. These heaps can be thought of (and drawn) as partially ordered sets whose
elements are labelled by vertices of the Dynkin diagram, subject to certain rules.
This combinatorial theory underpins the approach of the rest of the book. Chapter 3
explains how to associate algebraic objects with heaps, including faithful permutation
representations of finite and affine Weyl groups. Chapter 4 develops and recalls the
basic ideas of Lie theory as it applies to Lie algebras and Weyl groups. Sections 4.2
and 4.3 summarize key results and definitions that are needed in the sequel. These
sections are not self-contained, and are primarily based on the books of Carter [11],
Humphreys [36] and Kac [37].

Chapter 5 defines minuscule representations in terms of the combinatorics of heaps.
Chapter 6 proves the classification of full heaps over affine Dynkin diagrams. These
heaps give rise to representations of affine Kac-Moody algebras that can be thought of
as infinite dimensional analogues of minuscule representations. Chapter 7 constructs
Chevalley bases and structure constants for simple Lie algebras over C in terms of
heaps. Chapter 8 examines some combinatorial properties of the Weyl group in its
action on the weights of a minuscule representation, and explicitly describes the orbits
of ordered pairs under this action. We also discuss some combinatorial properties of the
weight polytope, that is, the convex hull of the weights of a minuscule representation.

The jewel in the crown of minuscule representations is the 56-dimensional repre-
sentation in type E7, and Chapters 9 and 10 are devoted to a study of it and its close
relatives. Chapter 9 discusses the combinatorics of the 28 bitangents to a plane quartic
curve, which can be identified with opposite pairs of weights in the 56-dimensional
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representation, L(E7, wg). Embedded in this is the combinatorics of the famous con-
figuration of 27 lines on a cubic surface, which we discuss in the first two sections
of Chapter 10. It also turns out that L(E7, wg) is the largest member of a tower of
three minuscule representations, the others being a spin representation in type Dy and
the middle fundamental representation in type As. This gives rise to an interesting
tower of three 2-graphs (in the sense of G. Higman) and an interesting tower of small
but nontrivial generalized quadrangles. Chapter 10 ends with a discussion of some
remarkable invariant forms related to the minuscule representations in types Eg¢ and
E;.

We conclude in Chapter 11 by surveying some important contributions to the com-
binatorics of minuscule representations by Proctor, Stembridge, Thomas and Yong,
among others. Appendix A recalls the basic terminology associated with partially
ordered sets, graphs and categories, and Appendix B includes Lie theoretic data,
including a list of Dynkin diagrams together with our numbering conventions for the
vertices,

The diagrams in this book were produced using TikZ by Till Tantau. The plane
partitions were produced using a package by Jang Soo Kim, and the skew Young
tableaux were produced using the youngtab package by Volker Borchers and Stefan
Gieseke.

I thank my research assistant Keli Parker for making many corrections to an earlier
version of this book. I am also grateful to Hugh Denoncourt and the two anonymous
referees for their constructive criticism, and to Robert Marsh for his editorial work on
the papers [28, 29, 30], on which large parts of this book are based. I would like to
thank everyone who has invited me to give talks on the material in this book at their
seminars and conferences, especially Tim Penttila and the late Bob Liebler for giving
me multiple opportunities to speak at the Rocky Mountain Algebraic Combinatorics
seminar. I also thank the University of Colorado Boulder for granting me a sabbatical
in Spring 2010, during which I wrote most of this book. Finally, I thank my wife Tara,
and children Annabel, Emma and Harrison, for allowing me the time to complete it.

It should be assumed, unless explicitly stated to the contrary, that the results pre-
sented in this book are not original. Any errors that remain are of course my own.

This material is based upon work supported by the National Science Foundation
under Grant Number 0905768. Any opinions, findings, and conclusions or recom-
mendations expressed in this material are those of the author and do not necessarily
reflect the views of the National Science Foundation.



1

Classical Lie algebras and Weyl groups

One of the main goals of the first half of this book is to construct Lie algebras and
Weyl groups from certain labelled partially ordered sets known as heaps. The formal
definition of heaps is in terms of categories, which will be defined in Chapter 2. The
purpose of Chapter 1 is to show how particular examples of heaps can be used to give
combinatorial constructions of algebraic objects.

In Section 1.1, we summarize the basic properties of Lie algebras. In Section 1.2,
we define the Lie algebras of types A,, B,, C, and D, in terms of matrices; that is,
the Lie algebras sl(n + 1, V), so(2n + 1, V), sp(2n, V) and s0(2n, V), respectively.
Except in type B,, the Lie algebra representations given by these matrices will turn
out to be “minuscule”. Because of this, they may easily be constructed in terms of
heaps (shown in Figures 1.1, 1.2 and 1.3) as we explain in Section 1.3. Finally, in
Section 1.4, we define the classical Weyl groups of types A,, B, and D, as abstract

groups. We also explain how to construct the groups using the same three infinite
families of heaps shown in Section 1.3.

1.1 Lie algebras

A Lie algebra is a vector space g over a field k equipped with a bilinear map [, |:
g X g — g (the Lie bracket) satisfying the conditions

[x,x] =0,
[[x, y], 21+ [[y, 2], x] + [[z, x], y] = O,

for all x, y, z € g. (These conditions are known respectively as antisymmetry and the
Jacobi identity.)

Example 1.1.1 Let A be any associative algebra over k. Then A can be made into a
Lie algebra by replacing the associative multiplication o by the Lie bracket

[x,y]:=xo0y—youx.

Exercise 1.1.2 Verify that the Lie bracket defined in Example 1.1.1 does indeed
satisfy the antisymmetry property and the Jacobi identity.

Example 1.1.3 One of the most important examples of a Lie algebra is gl, (k). This
is the Lie algebra obtained from the associative matrix algebra M, (k) of all n x n
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matrices with entries in k by applying the construction of Example 1.1.1; in other
words, the elements of gl, (k) are all n x n matrices over k and the Lie bracket [A, B]
is defined by [A, B] = AB — BA.

If g, and g, are Lie algebras over a field k, then a homomorphism of Lie algebras
from g, to g» is a k-linear map ¢ : g; — g, such that ¢([x, y]) = [¢(x), ¢(y)] for all
X,y € g1. An isomorphism of Lie algebras is a bijective homomorphism.

If V is any vector space over k then the Lie algebra gl(V) is the k-vector space of
all k-linear maps 7' : V — V, equipped with the Lie bracket satisfying

[T, U]l:=TolU—-UoT,

where o is composition of maps.

A representation of a Lie algebra g over k is a homomorphism p : g — gl(V) for
some k-vector space V. In this case, we call V a (left) module for the Lie algebra g (or
a g-module, for short) and we say that V affords p. If x € gand v € V, we write x.v
to mean p(x)(v). The dimension of a module (or of the corresponding representation)
is the dimension of V. If p is the zero map, then the representation p and the module
V are said to be trivial.

A submodule of a g-module V is a k-subspace W of V suchthatx.w € W forall x €
gand w € W.If V has no submodules other than itself and the zero submodule, then
V is said to be irreducible. If W is a submodule of V, the quotient vector space V /W
acquires a well-defined g-module structure via the condition x.(v + W) = (x.v) + W;
this is known as a quotient module.

If V| and V, are g-modules, then a k-linear map f : V| — V; is called a homomor-
phism of g-modules if f(x.v) = x.f(v)forall x € gand v € V. An isomorphism of
g-modules is an invertible homomorphism of g-modules.

A subspace b of g is called a subalgebra of g if [h, h] C h. If, furthermore, we have
[g. h] € b (or, equivalently, [, g] C h) then b is said to be an ideal of g. We write
h < g (respectively, h < g) to mean that b is a subalgebra (respectively, an ideal)
of g. If § is a subset of g, then the smallest subalgebra of g containing § is called
the subalgebra generated by S, and the elements of S are called generators of the
subalgebra. If h is an ideal of g, then h becomes a g-module via the action g.h = [g, h].
The quotient module g/h then inherits a well-defined Lie algebra structure via the
condition [x + 0, y + b] = [x, y] + b; we call such a Lie algebra a quotient Lie
algebra of g.

If g has no ideals other than itself and the zero ideal, then g is said to be simple.
A simple Lie algebra of dimension | is called a trivial simple Lie algebra. The
derived algebra, g, of a Lie algebra g is the subalgebra generated by all elements
{[x1, x2] : x1, x2 € g}. It can be shown that g’ is an ideal of g.

Example 1.1.4 Let V be an n-dimensional k-vector space. Since we can identify
M, (k) with End(V), we can also identify gl, (k) with gl(V); note that both identifica-
tions rely on the choice of a basis for V. This identification, which is an isomorphism
of Lie algebras p : gl, (k) — gl(V), endows V with the structure of a gl, (k)-module.
More precisely, we have

P([A, B]) = p(A) o p(B) — p(B) o p(A),
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where the map o on the right hand side refers to composition in the associative
algebra End(V). The gl, (k)-module structure on V satisfies A.v = p(A)(v), and can
be identified with left multiplication of the vector v by the matrix A, once a basis of
V has been chosen. The dimension of the module V (or the representation p) is n.

Recall that the trace of a matrix is the sum of its diagonal entries. A standard
property of matrices (see Exercise 1.1.5 below) is that tr(AB) = tr(BA) when A and
B are square matrices of the same size. It follows that conjugate matrices have the
same trace, and thus that we may speak of the trace of an endomorphism of a vector
space without reference to a basis. Using the formula for p([A, B]) in the previous
paragraph, we see that

trp([A, B]) = tr(AB) — tr(BA) = 0.

It follows from this that if we define sl, (k) to be the subspace of gl, (k) consisting
of all matrices A with tr(A) = 0, then sl,(k) < gl,(k). (It is not too hard to show
that s, (k) is equal to the derived algebra of gl,(k), by considering a suitable basis of
sl,(k).) Since sl, (k) has dimension n> — 1 and g, (k) has dimension n°, the quotient
module gl,(k)/sl,(k) is one-dimensional, and has the trivial module structure. In
the case where k = C, it can be shown that sl,(C) is a simple Lie algebra. The
identification of gl (k) with gl(V) of Example 1.1.4 identifies the subspace sl, with a
subspace of gl(V'), which we will call sl(n, V).

Exercise 1.1.5 Prove that if A and B are two n x n matrices then we have tr(AB) =
tr(BA). Deduce that if P is invertible, then tr(P ' AP) = tr(A).

We can make the Lie algebra g into a module over itself, in which x.y := [x, y].
This is known as the adjoint module, and the corresponding representation is called the
adjoint representation. If x € g, we define the linear map ad , : g — gby ad .(y) :=
[x, y]. (We may also write (ad x)(y) for ad ,(y) to avoid excessive subscripts.)

If g is a Lie algebra over k, then a derivation of g is a k-linear map D : g — g
satisfying Leibniz’s law, namely

D([x, y]) = [D(x), y] + [x, D(y)].

The Jacobi identity guarantees that for each x € g, the map D, : g — g given by

D, (y) = ad (y) = [x, y]

is a derivation.
If B is a k-basis for the Lie algebra g, then for any b;, b; € B, we may write

k
[Bis bj1 =) Afbx,
ieB
where we have A;’fj € k. The scalars Af"j are known as the structure constants of g

with respect to B. (The concept of structure constants applies to any k-algebra with a
distinguished basis.)

Exercise 1.1.6 Suppose that g is a simple Lie algebra. Show that we have ¢’ = 0 if g
is trivial, and g’ = g otherwise.
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Exercise 1.1.7 Verify that the adjoint module for g is indeed a module.
Exercise 1.1.8 Show that if g is a Lie algebra and x, y € g, then
ad|y )= (adyocad,) — (ady o ad,).

Exercise 1.1.9 Show that if Vi, V5, ..., V, are g-modules over the field k, then the
tensor product V) ®; V> ®; - - - @ V,, becomes a g-module under the action

x.(vy ®v2®---®vn)=Z(vl Q- RV ®XV QUit1 Q- QUy).
i=1
1.2 The classical Lie algebras

Some other important examples of Lie algebras can be defined as subalgebras of gl(V)
that respect certain invariant bilinear forms. In this section, we will explain exactly
what this means.

Definition 1.2.1 Let g be a Lie algebra over a field k and let V be a g-module. A
bilinear map B : V ®; V — k is said to be g-invariant if forall x € gand v € V, we
have

B(x.v,v)+ B(v,x.v) = 0.
The radical, rad(B) of B is defined to be the subset of V given by
{reV:B(r,v)=0forallv e V}.

If the rad(B) is zero, we call B nondegenerate. If k does not have characteristic 2, a
nondegenerate bilinear form B is said to be orthogonal (respectively, symplectic) if for
all v, v, € V we have B(v;, v2) = € B(v, vy), where € = 1 (respectively, e = —1).

Exercise 1.2.2 Show that if the elements x and y satisfy the invariance conditions of
Definition 1.2.1, then so does [x, y].

Exercise 1.2.3 Let B be a bilinear form on an g-module V. Show that rad(B) is a
g-submodule of V. Deduce that if V is a simple g-module and B is not the zero map,
then B is nondegenerate.

If J is an n x n matrix over the field k, we may use J to define a bilinear form by
x,y) = xT.I_v.

where T denotes transpose.
If V is an n-dimensional g-module with associated representation p, the condition
for the aforementioned bilinear form to be g-invariant is to have

(gx.y)+(x,8y)=0
for all g, x and y. This is equivalent to the condition
xTp(e)" Iy + xTJp(g)y =0
for all x and y; in other words, p(g)"J + Jp(g) = O for all matrices p(g).



