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List of Greek Symbols

G

reek letters are here used to indicate population values that are sometimes
estimated in the samples. It is useful to keep the distinction between an

unknown population parameter and a sample of researcher-selected values.

Population | Sample
Use Greek Letter Value Estimate
alpha alpha a
regression parameter beta b
chi-square test statistic or | chi-square x?
distribution
delta delta lower case | & d
indicator of effect size/ delta upper case | A
design parameters
error term epsilon €
lambda lambda A
mean mu Y] X
indicator of necessary nu v
sample size
standard normal phi upper case @
cumulative distribution
proportion pi n, '=1-n p, q=1-p
correlation coefficient rho p r
standard deviation sigma c s

variance

sigma squared
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Preface to the Second Edition

I n the preface to the first edition of this book (1987), we acknowledged the
valuable contributions of Jacob Cohen', whose book on statistical power,
even today, some 20 years after his death, remains arguably the best text on that
issue. His influence on statistical methods in both psychology and medicine,
particularly his efforts to emphasize the crucial role that statistical power plays
on success in testing research hypotheses, remains strong. The first edition of
this book was written on his suggestion, in an effort to simplify the application
of statistical power.

Shortly before his death, I (HCK) met Jack face-to-face for the first time
at a meeting of a subcommittee of the American Psychological Association
that was jocularly called “The committee to ban the p-value” The committee
did not actually recommend banning the p-value but emphasized how poorly
statistical hypothesis testing was often done; how often p-values were overused,
misused, and abused; and made recommendations to help repair the situa-
tion (summarized in the Wilkinson et al. paper?). In a side conversation with
me, Jack lamented that his book on power and mine had probably done more
harm than good in promoting better-designed studies. He pointed out how
often those proposing research projects did power computations for one test
but used another or did multiple power computations, apparently just to show
they knew how to do such computations, that had no relevance to the design
of the study proposed or simply misused the entire concept of power, often
citing our books. Before our books were available, he suggested, researchers
used common sense and knew, for example, that one could not draw valid
inferences about heterogeneous populations with a sample size of 20. After
our books became available, the same researchers would incorrectly use power
calculations to propose a sample size of 20, citing our books for justification.

After my initial shock, I reluctantly came to agree with his assessment and
long puzzled why this would be so. I finally came to the realization that we had
put the primary, almost exclusive, emphasis on calculation of power, but cal-
culation of power is meaningless and even misleading unless it is done within

viii



Preface to the Second Edition ix

the proper context of statistical hypothesis testing and, even further, statistical
hypothesis testing is meaningless and even misleading unless it is done within
the proper context of the scientific method. Moreover, not only our books on
power but, what is worse, many courses in statistics given to researchers in train-
ing put the primary, almost exclusive, emphasis on calculation. Students learn
to “do” a two-sample t-test, a regression analysis, a 2 by 2 chi-square test, and so
forth, with very little understanding of when each such test is appropriate or not.

This is like teaching a child to play baseball by teaching him to bat, throw,
run, and field but never exposing that child to the rules of baseball or allowing
him to interact with eight other players in an actual game. If, on the basis of
such training, one were to ask that child to play in a game, he’s not likely to do
very well. Having all the basic skills without knowledge of the context or inter-
actions necessary to the game will not serve him well. In the same way, teaching
statistical test calculations in absence of knowledge of the “rules” of the scientif-
ic method or the “interaction” with sampling, design, and measurement issues
does not equip researchers well to do valid and powerful scientific research.
The problems are particularly salient in biobehavioral research, where research
is done using living (human or animal) subjects rather than tissue samples or
chemical reactions.

Consequently in this second edition, we begin with two new chapters,
updating and replacing the original Chapters 1 (Introduction) and 2 (General
Concepts) with one chapter setting statistical hypothesis-testing in the context
of the scientific method as applied to biobehavioral research and another spell-
ing out all the components of statistical hypothesis testing and where power
considerations play a role. In these chapters, special attention is paid to the
most common mistakes that we see in reviewing proposal or paper submis-
sions or in publications.

The organization of the remaining chapters parallels those in the first edition,
but often with new examples, with reference, where appropriate, to contextual
issues, and with addition, where appropriate, to mistakes often made.

What we haven't changed are the tables—one set of tables that can be used
for a variety of different common tests by modifying the relationship of the
effect size, design parameters, and sample size to the row and column defini-
tions. While there are many ways to implement power computations, includ-
ing tables, nomograms, and computer packages, when times come for “what
if” thinking in designing a study, being able to compare power with different
designs all referring to the same set of tables still seems the easiest. However,
even if users find they prefer using different tables, nomograms, or computer
packages to do power computations (to be honest, both of the present authors
use these tables for teaching but not usually in designing studies), the logic
of the materials in each chapter will, we think, serve them well in using such
alternative methods.
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One reviewer of the first edition of this book suggested that readers
borrow a library copy of the book, read through the book, then copy out the
dozen pages of tables, in which case they would need not to buy the book. The
reviewer was right. We hope that with the second edition many will note that
the text is valuable whether or not one uses the tables.

In his foreword to the first edition, the late Victor H. Denenberg, then at
the University of Connecticut, commented, “If this book only presented the
reader with a straight-forward set of procedures for determining N (sample
size) for any particular research design, it would have fulfilled its mission suc-
cessfully. But the book does more. In the course of discussing different designs,
the authors make note of important points that are of value to the empirical
researcher. These include: the conditions under which a repeated measures
design will be more or less efficient than a cross-sectional design; the consid-
erations involved in deciding to match or stratify subjects; the selection of vari-
ables for a multiple regression analysis; the value of equal (or near equal) N in
analysis of variance designs; how to insure, in a correlational study, that the
study will be valid; and the N required to make a reasonably rigorous test of one
hypothesis using the chi-square technique” In short, one of the advantages of
our approach is what would correspond to “differential diagnosis” in medicine,
the process here of sifting through various valid options available for testing a
hypothesis and choosing the one most likely to succeed. Even greater stress will
be placed on such “differential design diagnosis” in this edition.

We wish to thank the many researchers at Stanford University (particu-
larly, but not exclusively, those in the Department of Psychiatry and Behavioral
Sciences), at the University of Pittsburgh (Department of Psychiatry), and the
researchers at other universities and in research organizations with whom we
have worked over the years, who have made us aware of the importance of
cost-effective research and the challenges inherent in trying to produce such
research. We continue to acknowledge the influence of Jacob Cohen and of all
those who read, commented on, and often criticized the limitations of the first
edition. We would also especially acknowledge and appreciate the contribution
of Sue Thiemann, who coauthored the first edition. Without her contributions
to the first edition, clearly, this second edition would be impossible.
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The “Rules of the Game”

T he “game” of interest here is the use of the scientific method to establish
scientific facts, at least as it might be applied in biobehavioral research.
According to the Oxford English Dictionary, the scientific method is defined
as “a method or procedure that has characterized natural science since the 17th
century, consisting in systematic observation, measurement, and experiment,
and the formulation, testing, and modification of hypotheses.” The focus here is
on the testing of hypotheses using the methods of statistical hypothesis testing
that have been in use since early in the 20th century, but statistical hypothesis
testing can only be successful within the framework of the scientific method in
general. One view of the scientific method, as applied to biobehavioral research,
is shown in Figure 1.0.

1.1 Exploratory Studies

Every study begins with exploration. Exploratory studies include review of the
relevant literature, consideration of theories current in the relevant field, incor-
poration of clinical experiences and observations, secondary data analysis of data
from earlier studies, and when one is close to the cutting edge of science and
little is known about the relevant field, perhaps even research studies designed
and executed specifically for exploration. Exploratory studies are efforts to find
out what is going on in a particular area and are not designed to address specific
a priori hypotheses. Usually there is no data analytic plan—the analyses done are
inspired and guided by data. It is not unusual that one analyzes data in a variety
of different ways, trying out different models and approaches. It is not unusual
that one sees patterns that are completely unexpected that inspire ideas com-
pletely different from those that initiated the study.

What emerges from exploratory studies are not conclusions. The primary
goal of such exploratory studies is to generate the theoretical rationale and the
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Figure 1.0 The Process of the Scientific Method

The Scientific Method—
Ideally

Exploration/Hypothesis Generation:

Past Published Research (Clinical & Basic)

Clinical Experience and Observation

Secondary Data Analyses with Personal/Shared Data
Exploratory Studies

Hypothesis
Formulation
Independent
Replication &
Validation
Data Sharing

HT Design

HT Conclusions
Publications
Data Sharing

Pilot Study

HT Execution

HT = Hypothesis Testing

empirical justification for proposing a certain hypothesis to be tested in a subsequent
hypothesis-testing study designed for that purpose. From an exploratory study,
there should be enough evidence to make it reasonable that the hypothesis
proposed is true, and if true, of some importance. But there should not be enough
evidence to assure its truth. This balance is often called equipoise (Freedman, 1987).

Equipoise is crucial, particularly in dealing with human subjects in
research studies. Clinical equipoise is often presented as an ethical issue,
because, regardless of the research question, participation in a research study
places a burden on human subjects, can, in some cases, endanger their health
and well-being, and wastes time and money. However, equipoise is also a
scientific issue. It is very difficult for a researcher who already “knows” what
the “right” answer to a research question should be to design, execute, analyze,
and interpret the results without a bias generated by that “knowledge”



