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Preface

When Allen T. Craig died in late November 1978, I lost my advisor,
mentor, colleague, and very dear friend. Due to his health, Allen did
nothing on the fourth edition and, of course, this revision is mine alone.
There is, however, a great deal of Craig’s influence in this book. As a
matter of fact, when I would debate with myself whether or not to
change something, I could hear Allen saying, ““It’s very good now, Bob;
don’t mess it up.” Often, I would follow that advice.

Nevertheless, there were a number of things that needed to be done.
I have had many suggestions from my colleagues at the University of
Iowa; in particular, Jim Broffitt, Jon Cryer, Dick Dykstra, Subhash
Kochar (a visitor), Joe Lang, Russ Lenth, and Tim Robertson
provided me with a great deal of constructive criticism. In addition,
three reviewers suggested a number of other topics to include. I have
also had statisticians and students from around the world write to me
about possible improvements. Elliot Tanis, my good friend and
co-author of our Probability and Statistical Inference, gave me
permission to use a few of the figures, examples, and exercises used in
that book. I truly thank these people, who have been so helpful and
generous.

Clearly, I could not use all of these ideas. As a matter of fact, I
resisted adding “real” problems, although a few slipped into the
exercises. Allen and I wanted to write about the mathematics of
statistics, and I have followed that guideline. Hopefully, without those
problems, there is still enough motivation to study mathematical
statistics in this book. In addition, there are a number of excellent

ix
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books on applied statistics, and most students have had a little
exposure to applications before studying this book.

The major differences between this edition and the preceding one
are the following:

e There is a better discussion of assigning probabilities to events,
including introducing independent events and Bayes’ theorem in the
text.

e The consideration of random variables and their expectations is
greatly improved.

o Sufficient statistics are presented earlier (as was true in the very
early editions of the book), and minimal sufficient statistics are
introduced.

e Invariance of the maximum likelihood estimators and invariant
location- and scale-statistics are considered.

e The expressions “‘convergence in distribution” and ““convergence in
probability”’ are used, and the delta method for finding asymptotic
distributions is spelled out.

¢ Fisher information is given, and the Rao—Cramér lower bound is
presented for an estimator of a function of a parameter, not just for
an unbiased estimator.

e The asymptotic distribution of the maximum likelihood estimator
is included.

e The discussion of Bayesian procedures has been improved and
expanded somewhat.

There are also a number of little items that should improve the
understanding of the text: the expressions var and cov are used; the
convolution formula is in the text; there is more explanation of
p-values; the relationship between two-sided tests and confidence
intervals is noted; the indicator function is used when helpful; the
multivariate normal distribution is given earlier (for those with an
appropriate background in matrices, although this is still not necessary
in the use of this book); and there is more on conditioning.

I believe that the order of presentation has been improved; in
particular, sufficient statistics are presented earlier. More exercises
have been introduced; and at the end of each chapter, there are several
additional exercises that have not been ordered by section or by
difficulty (several students had suggested this). Moreover, answers
have not been given for any of these additional exercises because I
thought some instructors might want to use them for questions on
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examinations. Finally, the index has been improved greatly, another
suggestion of students as well as of some of my colleagues at lowa.

There is really enough material in this book for a three-semester
sequence. However, most instructors find that selections from the first
five chapters provide a good one-semester background in the
probability needed for the mathematical statistics based on selections
from the remainder of the book, which certainly would include most
of Chapters 6 and 7.

I am obligated to Catherine M. Thompson and Maxine Merrington
and to Professor E. S. Pearson for permission to include Tables II and
V, which are abridgments and adaptations of tables published in
Biometrika. 1 wish to thank Oliver & Boyd Ltd., Edinburgh, for
permission to include Table IV, which is an abridgment and adaptation
of Table IIl from the book Statistical Tables for Biological,
Agricultural, and Medical Research by the late Professor Sir Ronald A.
Fisher, Cambridge, and Dr. Frank Yates, Rothamsted.

Finally, I would like to dedicate this edition to the memory of Allen
Craig and my wife, Carolyn, who died June 25, 1990. Without the love
and support of these two caring persons, I could not have done as much
professionally as I have. My friends in Iowa City and my children
(Mary, Barbara, Allen, and Robert) have given me the strength to
continue. After four previous efforts, I really hope that I have come
close to *“‘getting it right this fifth time.” I will let the readers be the
judge.

R. V. H.
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CHAPTER 1

Probability and

Distributions

1.1 Introduction

Many kinds of investigations may be characterized in part by
the fact that repeated experimentation, under essentially the same
conditions, is more or less standard procedure. For instance, in medical
research, interest may center on the effect of a drug that is to be
administered; or an economist may be concerned with the prices of
three specified commodities at various time intervals; or the
agronomist may wish to study the effect that a chemical fertilizer has
on the yield of a cereal grain. The only way in which an investigator
can elicit information about any such phenomenon is to perform his
experiment. Each experiment terminates with an outcome. But it
is characteristic of these experiments that the outcome cannot be
predicted with certainty prior to the performance of the experiment.

Suppose that we have such an experiment, the outcome of which
cannot be predicted with certainty, but the experiment is of such a
nature that a collection of every possible outcome can be described
prior to its performance. If this kind of experiment can be repeated

1



2 Probability and Distributions |[Ch. 1

under the same conditions, it is called a random experiment, and the
collection of every possible outcome is called the experimental space
or the sample space.

Example 1. 1n the toss of a coin, let the outcome tails be denoted by T and
let the outcome heads be denoted by H. If we assume that the coin may be
repeatedly tossed under the same conditions, then the toss of this coin is an
example of a random experiment in which the outcome is one of the two
symbols T and H; that is, the sample space is the collection of these two
symbols.

Example 2. In the cast of one red die and one white die, let the outcome
be the ordered pair (number of spots up on the red die, number of spots up
on the white die). If we assume that these two dice may be repeatedly cast
under the same conditions, then the cast of this pair of dice is a random
experiment and the sample space consists of the following 36 ordered pairs:
(1,1),...,(1,6),(2,1),...,(2,6),...,(6,6).

Let € denote a sample space, and let C represent a part of €. If,
upon the performance of the experiment, the outcome is in C, we shall
say that the event C has occurred. Now conceive of our having made
N repeated performances of the random experiment. Then we can
count the number f of times (the frequency) that the event C actually
occurred throughout the N performances. The ratio f/N is called the
relative frequency of the event C in these N experiments. A relative
frequency is usually quite erratic for small values of N, as you can
discover by tossing a coin. But as N increases, experience indicates that
we associate with the event C a number, say p, that is equal or
approximately equal to that number about which the relative
frequency seems to stabilize. If we do this, then the number p can be
interpreted as that number which, in future performances of the
experiment, the relative frequency of the event C will either equal or
approximate. Thus, although we cannot predict the outcome of a
random experiment, we can, for a large value of N, predict
approximately the relative frequency with which the outcome will be
in C. The number p associated with the event C is given various names.
Sometimes it is called the probability that the outcome of the random
experiment is in C; sometimes it is called the probability of the event
C; and sometimes it is called the probability measure of C. The context
usually suggests an appropriate choice of terminology.

Example 3. Let € denote the sample space of Example 2 and let C be the
collection of every ordered pair of € for which the sum of the pair is
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equal to seven. Thus C is the collection (1, 6), (2, 5), (3, 4), (4, 3), (5, 2), and
(6, 1). Suppose that the dice are cast N = 400 times and let f, the frequency
of a sum of seven, be f= 60. Then the relative frequency with which the
outcome was in C is f/N = £ = 0.15. Thus we might associate with C a
number p that is close to 0.15, and p would be called the probability of the
event C.

Remark. The preceding interpretation of probability is sometimes
referred to as the relative frequency approach, and it obviously depends upon
the fact that an experiment can be repeated under essentially identical
conditions. However, many persons extend probability to other situations by
treating it as a rational measure of belief. For example, the statement p = 2
would mean to them that their personal or subjective probability of the event
C is equal to % Hence, if they are not opposed to gambling, this could be
interpreted as a willingness on their part to bet on the outcome of C so that
the two possible payoffs are in the ratio p/(1 — p) = 3/3 = 3. Moreover, if they
truly believe that p = is correct, they would be willing to accept either side
of the bet: (a) win 3 units if C occurs and lose 2 if it does not occur, or (b)
win 2 units if C does not occur and lose 3 if it does. However, since the
mathematical properties of probability given in Section 1.3 are consistent with
either of these interpretations, the subsequent mathematical development
does not depend upon which approach is used.

The primary purpose of having a mathematical theory of statistics
is to provide mathematical models for random experiments. Once a
model for such an experiment has been provided and the theory worked
out in detail, the statistician may, within this framework, make
inferences (that is, draw conclusions) about the random experiment.
The construction of such a model requires a theory of probability.
One of the more logically satisfying theories of probability is that
based on the concepts of sets and functions of sets. These concepts
are introduced in Section 1.2.

1.2 Set Theory

The concept of a set or a collection of objects is usually left
undefined. However, a particular set can be described so that there is
no misunderstanding as to what collection of objects is under
consideration. For example, the set of the first 10 positive integers is
sufficiently well described to make clear that the numbers 3 and 14 are
not in the set, while the number 3 is in the set. If an object belongs to
a set, it is said to be an element of the set. For example, if 4 denotes
the set of real numbers x for which 0 < x < 1, then 3 is an element of
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the set A. The fact that 3 is an element of the set 4 is indicated by
writing 3 € 4. More generally, a € A means that a is an element of the
set A.

The sets that concern us will frequently be sets of numbers.
However, the language of sets of points proves somewhat more
convenient than that of sets of numbers. Accordingly, we briefly in-
dicate how we use this terminology. In analytic geometry consider-
able emphasis is placed on the fact that to each point on a line (on which
an origin and a unit point have been selected) there corresponds one
and only one number, say x; and that to each number x there
corresponds one and only one point on the line. This one-to-one
correspondence between the numbers and points on a line enables us
to speak, without misunderstanding, of the “point x”’ instead of the
“number x.”” Furthermore, with a plane rectangular coordinate system
and with x and y numbers, to each symbol (x, y) there corresponds one
and only one point in the plane; and to each point in the plane there
corresponds but one such symbol. Here again, we may speak of the
“point (x, y),”” meaning the ‘“ordered number pair x and y.” This
convenient language can be used when we have a rectangular-
coordinate system in a space of three or more dimensions. Thus the
“point (x;, x5, . . ., X,)”’ means the numbers x,, x,, . . ., X, in the order
stated. Accordingly, in describing our sets, we frequently speak of a set
of points (a set whose elements are points), being careful, of course, to
describe the set so as to avoid any ambiguity. The notation
A={x:0<x<1}isread ““4 is the one-dimensional set of points x
for which 0<x<1.” Similarly, 4={(x,»):0<x<1,0<
y < 1} can be read ““4 is the two-dimensional set of points (x, y) that
are interior to, or on the boundary of, a square with opposite vertices
at (0,0) and (1, 1).” We now give some definitions (together with
illustrative examples) that lead to an elementary algebra of sets
adequate for our purposes.

Definition 1. If each element of a set A4, is also an element of set A4,,
the set A, is called a subset of the set 4,. This is indicated by writing
A, < A,. If A, = A, and also 4, = A,, the two sets have the same
elements, and this is indicated by writing 4, = A4,.

Example 1. Let A, ={x:0<x<1}and 4,={x: —1 < x <2}. Here
the one-dimensional set A4, is seen to be a subset of the one-dimensional set
A,;thatis, A, = A,. Subsequently, when the dimensionality of the set is clear,
we shall not make specific reference to it.
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Example 2. Let A, ={(x,y):0<x=y<1} and 4,={(x):
0 < x < 1,0 < y < 1}. Since the elements of 4, are the points on one diagonal
of the square, then 4, < 4,.

Definition 2. If a set 4 has no elements, A4 is called the null set. This
is indicated by writing 4 = J.

Definition 3. The set of all elements that belong to at least one of
the sets 4, and A, is called the union of A, and A,. The union of 4, and
A, is indicated by writing A4, U 4,. The union of several sets
A,, A,, A5, . . . is the set of all elements that belong to at least one of
the several sets. This union is denoted by 4, U 4, U A5 U or by
A, U A, U - - U A, if a finite number k of sets is involved.

Example3.Let A, = {x:x=0,1,...,]10}and 4, = {x: x=28,9, 10, 11,
or 11 <x<12}. Then 4,u4,={x:x=0,1,...,8.9,10,11, or 1] <
x< 1 sdvix2=0.1.....8.9. 10 0or 11 < x <121

Example 4. Let A, and A4, be defined asin Example 1. Then 4, U 4, = 4,.

Example 5. Let A, = . Then A, U A, = A, for every set A4,.

Example 6. For every set A, AUA = A.

Example 7. Let

1
A = :
* {x k+1

Then 4, U A, U A;U- - - = {x:0 < x < 1}. Note that the number zero is not
in this set, since it is not in one of the sets A4,, 4,, 45, . ...

stl}, k=12, 3. .2

Definition 4. The set of all elements that belong to each of the sets
A, and A, is called the intersection of A, and A,. The intersection of
A, and A4, is indicated by writing 4, n 4,. The intersection of several
sets A, A,, A, . . . is the set of all elements that belong to each of the
sets A, A,, As, . . .. This intersection is denoted by 4, " 4, " A3 - -
or by 4,n A, - - n A, if a finite number k of sets is involved.

Example 8. Let A, = {(0, 0), (0, 1), (1, 1)} and 4, = {(1, 1), (1, 2), (2, 1)}.
Then 4,n 4, = {(1, 1)}.

Example 9. Let A, ={(x,y):0<x+y<1} and 4,={(x,p):1<
x + y}. Then A4, and 4, have no points in common and 4, " 4, = &.

Example 10. For every set AAAnA=Aand AnF=0.
Example 11. Let

A,‘={x:0<x<-11;}, k=1,2.87:5:



