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Preface

Some observers of epidemiology appear to believe that epidemiology is
little more than the application of statistical methods to the problems of
disease occurrence and causation. In reality, epidemiology is much more
than finely dressed statistics. It is a scientific discipline with roots in
biology, logic, and the philosophy of science. For epidemiologists, statis-
tical methods serve as an important tool, but not as a foundation. My
aim in this book is to present a simple overview of the concepts that are
the underpinnings of epidemiology, so that a coherent picture of epi-
demiologic thinking emerges for the student. The emphasis is not on
statistics, formulas, or computation, but on epidemiologic principles and
concepts.

For some, epidemiology is too simple to warrant serious attention,
and for others it is too convoluted to understand. I hope to demonstrate
to the reader that neither view is correct. The first chapter illustrates that
epidemiology is more than just applying “common sense,” unless one
has uncommonly good common sense. Although it is unusual to begin
an epidemiology text with a discussion of confounding, I believe that
the problem of confounding exemplifies why we need epidemiologic
discipline to prevent our inferences from going astray. At the other ex-
treme, those who believe that epidemiology is too complicated might
think differently if they had a unifying set of ideas that extend across the
boundaries of the many separate topics within epidemiology. My goal in
this book has been to provide that unifying set of ideas.

These ideas begin with causation and causal inference, which are pre-
sented in Chapter 2. All too often these concepts are skipped over in
scientific education. Nevertheless, for epidemiologists they are bedrock
concerns that belong in any introduction to the field. Chapter 3 con-
tinues with a description of the basic epidemiologic measures, and
Chapter 4 covers the main study types. An important thread for the
student is the emphasis on measurement, and how to reduce or describe
measurement error. Chapters 5 and 6 deal with measurement error. Sys-
tematic error, or bias, is treated first, in Chapter 5, and random error in
Chapter 6. Chapter 7 introduces the basic analytic methods for estimat-
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ing epidemiologic effects; these methods are extended in Chapter 8 to
stratified data. Chapters 9 and 10 address the more advanced topics of
interaction and multivariable modeling. These are subjects to be ex-
plored in more advanced courses, but their presentation here in elemen-
tary terms lays the groundwork for advanced study. It also draws a
boundary between the epidemiologic approach to these topics and non-
epidemiologic approaches that steer the analysis in the wrong direction.
The final chapter deals with clinical epidemiology, a branch that is grow-
ing in scope and importance.

These topics are intended to constitute the core of a first course in
epidemiology. Many epidemiology teachers will find that some subjects
that they might like to include in such a course, such as the history of
epidemiology, the study of infectious illness, or the social determinants
of health and disease, have been omitted. To include these and other
topics, however, would have made this a different book than the one I
set out to write. My intent was not to create a comprehensive survey of
the field, but rather a lean text that focuses on key conceptual issues.

Epidemiologic concepts are evolving, as any comparison of this text
with earlier books will reveal. To complement the book, the publisher
has graciously agreed to host a web site that will support reader partici-
pation in discussing, extending and revising points presented in the
book. To begin, the web site will post contributed answers to the ques-
tions raised at the end of each chapter in the text. Interested readers can
find the web site at http:/ /www.oup-usa.org/epi/rothman.

Along the way I have received invaluable feedback from many stu-
dents and colleagues. I am especially grateful to Kristin Anderson, Geor-
gette Baghdady, Dan Brooks, Bob Green, Sander Greenland, Bettie
Nelson, Ya-Fen Purvis, Igor Schillevoort, Bahi Takkouche, and Noel
Weiss. Cristina Cann provided unflagging and generous encouragement.
Katarina Augustsson deserves special mention for her careful reading of
the manuscript and patient helpful criticisms. Finally, I am indebted to
my colleague Janet Lang, who gently prodded me at the right time and
was an inspiration throughout.
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Introduction to
Epidemiologic Thinking

This book presents the basic concepts and methods of epidemiology.
Often considered the core science of public health, epidemiology in-
volves “the study of the distribution and determinants of disease fre-
quency”' or, put even more simply, “the study of the occurrence of
illness.”*

The principles of epidemiologic research appear deceptively simple,
which misleads some people into believing that anyone can master epi-
demiology just by applying common sense. The problem with this view
is that the kind of common sense that is required may be elusive without
training in epidemiologic concepts and methods. In this chapter, we
glimpse some examples of the epidemiologic concept of confounding as
a way to introduce epidemiologic thinking.

Common sense tells us that residents of Sweden, where the standard
of living is generally high, should have lower death rates than residents
of Panama, where poverty and more limited health care take their toll.
Surprisingly, however, a greater proportion of Swedish residents than
Panamanian residents die each year. This fact belies common sense. The
explanation lies in the age distributions of the populations of Sweden
and Panama. Figure 1-1 shows the population pyramids of the two
countries. A population pyramid displays the age distribution of a popula-
tion graphically. The population pyramid for Panama tapers dramati-
cally from younger to older age groups, reflecting the fact that most
Panamanians are in the younger age categories. In contrast, the popula-
tion pyramid of Sweden is more rectangular, with roughly the same
number of people in each of the age categories up to about age 60 and
some tapering above that age. As these graphs make clear, Swedes tend
to be older than Panamanians. For people of the same age in the two
countries, the death rate among Swedes is indeed lower than that of
Panamanians, but in both places older people die at a greater rate than
younger people. Because Sweden has a population that is on the average
older than that of Panama, a greater proportion of all Swedes die in
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Figure 1-1. Age distribution of the populations of Panama and Sweden (population

pyramids). Source: U.S. Census Bureau, International Data Base.

a given year, despite the lower death rates within age categories in
Sweden compared with Panama.

This situation illustrates what epidemiologists call confounding. In this
example, age differences between the countries are confounding the dif-
ferences in death rates. Confounding occurs commonly in epidemiologic
comparisons. Consider the following mortality data, summarized from a
study that looked at smoking habits of residents of Whickham, England,
in the period 1972-1974 and then tracked the survival over the next 20
years of those who were interviewed.”” Among 1314 women in the sur-
vey, nearly half were smokers. Oddly, proportionately fewer of the
smokers died during the ensuing 20 years than nonsmokers. The data
are reproduced in Table 1-1.

Only 24% of the women who were smokers at the time of the initial
survey died during the 20-year follow-up period. In contrast, 31% of
those who were nonsmokers died during the follow-up period. Does
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Table 1-1. Risk of death in a 20-year period among women in Whickham,
England, according to their smoking status at the beginning of the period*

Vital Status Smoker Nonsmoker Total
Dead 139 230 369
Alive 443 502 945
Total 582 732 1314
Risk (dead/total) 0.24 0.31 0.28

*Data from Vanderpump et al.”

this difference indicate that women who were smokers fared better than
women who were not smokers? Not necessarily. One difficulty that
many readers quickly spot is that the smoking information was obtained
only once, at the start of the follow-up period. Smoking habits for some
women will have changed during the follow-up. Could those changes
explain the results that appear to confer an advantage on the smokers? It
is theoretically possible that all or many of the smokers quit soon after
the survey and that many of the nonsmokers started smoking. While
possible, this scenario is implausible, and without evidence for these
changes in smoking behavior, this implausible scenario is not a reason-
able criticism of the study findings. A more realistic explanation for the
unusual finding becomes clear if we examine the data within age catego-
ries, as shown in Table 1-2 (the risks for each age group were calculated
by dividing the number who died in each smoking group by the total of
those dead or alive).

Table 1-1 combines all of the age categories listed in Table 1-2 into a
single table, which is called the crude data. The more detailed display of
the same data in Table 1-2 is called an age-specific display, or a display
stratified by age. The age-specific data show that in the youngest and
oldest age categories there was little difference between smokers and
nonsmokers in risk of death. Few died among those in the younger age
categories, regardless of whether they were smokers or not, whereas
among the oldest women, nearly everyone died during the 20 years of
follow-up. For women in the middle age categories, however, there was
a consistently greater risk of death among smokers than nonsmokers,
a pattern contrary to the impression gained from the crude data in
Table 1-1.

Why did the nonsmokers have a higher risk of death in the study
population as a whole? The reason is evident in Table 1-2: a much
greater proportion of the nonsmoking women were in the highest age
categories, the age categories that contributed a proportionately greater
number of deaths. The difference in the age distributions between
smokers and nonsmokers reflects the fact that, for most people, lifelong
smoking habits are determined early in life. During the decades preced-
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Table 1-2. Risk of death in a 20-year period among women in Whickham,
England, according to their smoking status at the beginning of the period,
by age*

Age (years) Vital Status Smoker Nonsmoker Total
Dead 2 1 3
18-24 Alive 53 61 114
Risk 0.04 0.02 0.03
Dead 3 5 8
25-34 Alive 121 152 273
Risk 0.02 0.03 0.03
Dead 14 7 21
35-44 Alive 95 114 209
Risk 0.13 0.06 0.09
Dead 27 12 39
45-54 Alive 103 66 169
Risk 0.21 0.15 0.19
Dead 51 40 91
55-64 Alive 64 81 145
Risk 0.44 0.33 0.39
Dead 29 101 130
65-74 Alive 7 28 35
Risk 0.81 0.78 0.79
Dead 13 64 77
75+ Alive 0 0 0
Risk 1.00 1.00 1.00

*Data from Vanderpump et al.’

ing the study in Whickham, there was a trend for increasing proportions
of young women to become smokers. The oldest women in the Whick-
ham study grew up during a period when few women became smokers,
and they tended to remain nonsmokers for the duration of their lives. As
time went by, a greater proportion of women who were passing through
their teenage or young adult years became smokers. The result is a
strikingly different age distribution for the female smokers and non-
smokers of Whickham. Were this difference in the age distribution ig-
nored, one might conclude erroneously that smoking was not related to
a higher risk of death. In fact, smoking is related to a higher risk of
death, but confounding by age has obscured this relation in the crude
data of Table 1-1. In Chapter 8, we return to these data and show how
to calculate the effect of smoking on the risk of death after removing the
age confounding.

Confounding is a problem that pervades many epidemiologic studies,
but it is by no means the only issue that bedevils epidemiologic infer-
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ences. One day, readers of the Boston Globe, a local newspaper, opened
the paper to find a feature story about orchestra conductors. The point
of the article was that conducting an orchestra was salubrious, as
evinced by the fact that so many well-known orchestra conductors lived
to be extremely old. Common sense suggests that if the people in an
occupation tend to live long lives, the occupation must be good for
health. Unfortunately, what appeared to be common sense for the author
of the article is not very sensible from an epidemiologic point of view.
The long-lived conductors cited in the article were mentioned because
they lived to be old. Citing selected examples in this way constitutes
anecdotal information, which can be extremely misleading. For all we
know, the reporter searched specifically for examples of elderly conduc-
tors and overlooked other conductors who might have died at an earlier
age. Most epidemiologists would not classify anecdotal information as
epidemiologic data at all.

Furthermore, the reporter’s observation has problems that go beyond
the reliance on anecdotes instead of a formal evaluation. Suppose that
the reporter had identified all orchestra conductors who worked in the
United States during the past 100 years and studied their longevity. This
approach would avoid relying on hand-picked examples, but it still suf-
fers from an important problem that would lead to an incorrect answer.
The problem is that orchestra conductors are not born as orchestra con-
ductors. They become conductors at a point in their careers when they
may have already attained a respectable age. If we start with a group of
people who are 40 years old, on the average they are likely to survive to
an older age than the typical person who was just born. Why? Because
they have a 40-year head start; if they died before age 40, they could not
be part of a group in which everyone is 40 years old. To find out if
conducting an orchestra is beneficial to health, we should compare the
risk of death among orchestra conductors with the risk of death among
other people who have attained the same age as the conductors. Simply
noting the average age at death of the conductors will give the wrong
answer, even if all orchestra conductors were to be studied.

Here is another example that makes this point clearly. Suppose that
we study two groups of people and look at the average age at death
among those who die. In group A, the average age at death is 4 years; in
group B, it is 28 years. Can we say that being a member of group A is
riskier than being a member of group B? We cannot, for the same reason
that the age at death of orchestra conductors was misleading. Suppose
that group A comprises nursery school students and group B comprises
military commandos. It would be no surprise that the average age at
death of people who are currently military commandos is 28 years or
that the average age at death of people who are currently nursery school
students is 4 years. Still, we suspect that being a military commando is
riskier than being a nursery school student and that these data on the
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average age at death do not address the issue of which of these groups
faces a greater risk of death. When one looks at the average age at death,
one looks only at those who actually die and ignores all those who sur-
vive. Consequently, average age at death does not reflect the risk of
death but only a characteristic of those who die.

In a study of factory workers, an investigator inferred that the factory
work was dangerous because the average age at onset of a particular
kind of cancer was lower in these workers than among the general pop-
ulation. But just as for the nursery school students and the military com-
mandos, if these workers were young, the cancers that occurred among
them would have to be occurring in young people. Furthermore, the age
at onset of a disease does not take into account what proportion of peo-
ple get the disease.

These examples reflect the fallacy of comparing the average age at
which death or disease strikes rather than comparing the risk of death
between groups of the same age. We will explore the proper way to
make epidemiologic comparisons in later chapters. The point of these
examples is to illustrate that a common-sense approach to a simple
problem can be overtly wrong, until we educate our common sense to
appreciate better the nature of the problem. Any sensible person can
understand epidemiology, but without considering the principles out-
lined in this book, even a sensible person using very common sense is
apt to go astray. By mastering a few fundamental epidemiologic princi-
ples, it is possible to refine our common sense to avoid these traps.

Questions

1. Age is a variable that is often responsible for confounding in epidemi-
ology, in part because the occurrence of many diseases changes with
age. The change in disease risk with age is often referred to as the
effect of age. Does it make sense to think of age as having an effect on
disease risk, or is it more sensible to think that the effect of age is itself
confounded by other factors?

2. More people in Los Angeles die from cardiovascular disease each year
than do people in San Francisco. What is the most important explana-
tion for this difference? What additional factors would you consider to
explain the difference in the number of deaths?

3. In Table 1-2, which age group would you say shows the greatest effect
of smoking on the risk of death during the 20-year interval? How have
you defined “greatest effect”? What other way could you have defined
it? Does your answer depend on which definition you use?

4. On a piece of graph paper, use the data in Table 1-2 to plot the 20-year
risk of death against age. Put age on the horizontal axis and the 20-
year risk of death on the vertical axis. Describe the shape of the curve.
What biologic forces account for the shape?
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5. A physician who was interested in jazz studied the age at death of jazz
musicians, whom he identified from an encyclopedia of jazz. He found
that the average age at death of the jazz musicians was about the same
as that of the general population. He concluded that this finding re-
futed the prevailing wisdom that jazz musicians tended to live disso-
lute lives and thus experienced greater mortality than other people.
Explain his error.

6. A researcher determined that being left-handed was dangerous be-
cause he found that the average age at death of left-handers was lower
than that of right-handers. Was he correct? Why or why not?

7. What is the underlying problem in comparing the average age at death
or the average age at which a person gets a specific disease between
two populations? How should you avert this problem?
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What Is Causation?

The acquired wisdom that certain conditions or events bring about other
conditions or events is an important survival trait. Consider an infant
whose first experiences are a jumble of sensations that include hunger
pangs, thirst, color, light, heat, cold, and many other stimuli. Gradually,
the infant begins to perceive patterns in the jumble and to anticipate
connections between actions such as crying and effects such as being
fed. Eventually, the infant assembles an inventory of associated percep-
tions. We can imagine that the concept slowly develops that some of
these phenomena are causally related to others that follow. Along with
this growing appreciation for specific causal relations comes the general
concept that some events or conditions can be considered causes of
other events or conditions.

Thus, our first appreciation of the concept of causation is based on
our own observations. These observations typically involve causes with
effects that are immediately apparent. For example, when one changes
the position of a light switch on the wall, one can see the instant effect of
the light going on or off. There is more to the causal mechanism for
getting the light to shine than turning the light switch to the “on” posi-
tion, however. Suppose the electric lines to the building are down in a
storm. Turning on the switch will have no effect. Suppose the bulb is
burned out. Again, the switch will have no effect. One cause of the light
going on is having the switch in the proper place, but along with it we
must include a supply of power to the circuit, a working bulb, and wir-
ing. When all other factors are already in place, turning the switch will
cause the light to go on, but if one or more of the other factors is not
playing its causal role, the light will not go on when the switch is
turned. There is a tendency to consider the switch to be the unique
cause of turning on the light, but in reality we can define a more intri-
cate causal mechanism, in which the switch is one component of several.
The tendency to identify the switch as the unique cause stems from its
usual role as the final factor that acts in the causal mechanism. The wir-
ing can be considered part of the causal mechanism, but once it is put in
place, it seldom warrants further attention. The switch, however, is often
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the only part of the mechanism that needs to be activated to obtain the
effect of turning on the light. The effect usually occurs immediately after
turning the switch, and as a result we slip into a frame of thinking in
which we identify the switch as a unique cause. The inadequacy of this
assumption is emphasized when the bulb goes bad and needs to be
replaced.

The Causal Pie Model

Causes of disease can be conceptualized in the same way as the causes
of turning on a light. A helpful way to think about causal mechanisms of
disease is depicted in Figure 2—1." Each “pie” in the diagram represents
a theoretical causal mechanism for a given disease, sometimes called a
“sufficient cause.” There are three pies, to illustrate that there are multi-
ple mechanisms that cause any type of disease. Each individual instance
of disease will occur through a single mechanism or sufficient cause. A
given causal mechanism requires the joint action of many component
factors, or component causes. Each component cause is an event or condi-
tion that plays a necessary role in the occurrence of some cases of a
given disease. For example, the disease might be cancer of the lung and,
in the first mechanism in Figure 2-1, factor C might be cigarette smok-
ing. The other factors would include genetic traits or other environmen-
tal exposures that play a causal role in cancer of the lung. Some compo-
nent causes would presumably act in many different causal mechanisms.

Implications of the Causal Pie Model

Multicausality

The model of causation showed in Figure 2-1 illuminates several impor-
tant principles regarding causes. Perhaps the most important of these
principles is self-evident from the model: every causal mechanism in-

One Causal Mechanism
Single Component Cause

Figure 2—-1. Three sufficient causes of a disease.



