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PREFACE

This 570 volume of Progress in Optics presents reviews “of five subjects
which have become of considerable interest in recent years; namely, image
synthesis from three-dimensional solutions of Maxwells equations at the
nanometer scale, direct and inverse problems in the theory of light
scattering, tight focusing of light beams, nanostructures in natural materials,
and quantitative phase imaging.
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>1. INTRODUCTION

Optical imaging systems have traditionally been analyzed using well-
established approximations such as ray-based geometrical optics (Born &
Wolf, 1999) and scalar Fourier theory (Goodman, 1996). However, there
has recently been increased interest in applying the rigorous framework of
Maxwell’s-equations-based electromagnetic theory and numerical model-
ing to the analysis of optical imaging systems. The availability of more pow-
erful computer hardware and more efficient computational algorithms has
obviously contributed to this interest. Although the basic principles of light
scattering encoded in Maxwell’s equations had been around for decades,
the widespread application of these principles to the complete modeling of
an optical imaging system had to wait until the 1990s, at which time the
personal computers were getting powerful enough to process megabytes of
data in their memory. This allowed the modeling of objects that are compa-
rable in size to the wavelength of the illuminating light (400-800 nm). With
the arrival of these computational capabilities, the possibility of bypassing
most of the traditional simplifying approximations and numerically calcu-
lating the optical image of an arbitrary object was at hand; and the demand
for this accuracy was already present. Some engineering applications require
the control of all the aspects of the optical imaging system down to sub-
wavelength precision. Examples of such applications can be found in many
subfields of physics and engineering. Historically, the earliest work on the
numerical simulation of optical imaging was for modeling integrated-
circuit production via photolithography (Cole, Barouch, Conrad, & Yeung,
2001; Neureuther, 2008), integrated-circuit inspection (Neureuther, 1992),
and mark alignment (Nikolaev & Erdmann, 2003). More recently, there
has been increasing interest in modeling optical microscopy modali-
ties (Capoglu et al., 2011; Hollmann, Dunn, & DiMarzio, 2004; Sierra,
DiMarzio, & Brooks, 2008; Simon & DiMarzio, 2007; Tanev, Pond, Paddon,
& Tuchin, 2008; Tanev, Sun, Pond, Tuchin, & Zharov, 2009). If realized
to its full potential, this technique could have immediate benefit on the
optical detection of early stage nanoscale alterations in precancerous cells
(Subramanian et al., 2008, 2009). This review/tutorial paper is primarily
aimed as a reference for the numerical algorithms and techniques necessary
for implementing a purely virtual imaging system, which we will refer to as
a “microscope in a computer.” Since the basic principles are also applicable
to any other optical imaging system, this paper could also be consulted for
modeling photolithography and metrology systems.
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Although Maxwell’s-equations-based electromagnetic principles have
been successfully applied to the characterization of optical systems, the
literature on the subject is fragmented across several independent lines of
research, resulting in considerable overlap and inefficiency. This is a con-
sequence of the fact that different forms of optical imaging systems are
employed in many independent branches of engineering, sometimes based
on similar principles but for diverse purposes. This fragmented literature
has not yet been compiled and categorically documented for the benefit of
the general engineering community. In this paper, we present a coherent
and self-contained account of the numerical electromagnetic simulation of
optical imaging systems, and review the body of work amassed in this rap-
idly growing field. We place special emphasis on numerical modeling issues
such as discretization, sampling, and signal processing. Although the major-
ity of the paper is tailored for optics, most of the concepts and formulas
given in Section 2 and Sections 3.1-3.3 are applicable to a broader range
of electromagnetics problems involving antennas, antenna arrays, meta-
materials, RE and microwave circuits and radars. The refocusing concept
in Section 3.4, however, is a defining characteristic of an optical imaging
system, with few exceptions such as focused antenna arrays in RF electro-
magnetics (Hansen, 1985).

The remainder of the paper is organized as follows. In Section 2, the
basic principles of electromagnetics and optical coherence are reviewed. In
Section 3, the optical imaging system is divided into fundamental com-
ponents, and the numerical simulation of each component is described
in detail. In Section 4, an optical imaging simulation system based on the
finite-difference time-domain method is introduced, and several micros-
copy simulation examples are presented. A summary of our review and
some concluding remarks are given in Section 5.

2. BASIC PRINCIPLES OF ELECTROMAGNETICS
AND OPTICAL COHERENCE

An integral part of the numerical electromagnetic analysis of optical
imaging systems is based on a set of vectorial relationships called Maxwell’s
equations that explain the propagation of light and its behavior in material
media. These equations describe the nature and interrelationship of two
vectorial quantities, the electric and magnetic field vectors £(r, t) and H(r, t),
in free space and matter. The interaction of these vectors with matter is
specified by two scalar material properties, the relative permittivity €.(r) and
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permeability p.(r). In crude terms, these two material properties quantify
the response of matter to the electric and magnetic fields, respectively. In
free space, these parameters are both equal to unity (¢, = p, = 1). In dif-
ferential form, Maxwell’s equations are written as

dH

v = — —_— 1

& el ar (1)
d€

v XH=J+6r€OE’ )

V.-E=p, ©)

Vo =0, 4)

where the symbol “V x” denotes the curl operator, which locally quanti-
fies the amount and orientation of the “vorticity” in the vector field, and
“V” denotes the “div” operator, which quantifies the local magnitude of
the “source” or “sink™ associated with the vector field. Both definitions
are in analogy to a velocity field in a fluid-dynamics context. In these
equations, the electric current density J (r, t) acts as the excitation for the
electromagnetic field. If the response of a system at a particular frequency
of operation ® is of interest, Maxwell’s equations simplify to their time-
harmonic versions in which the time dependence is factored out in the
form exp(jot):

V X E = —jouuoH, (5)
V x H = J + jwe&E, (6)
V.-E=p, ™)
NV -SH =) (8)

Here and in what follows, calligraphic fonts A, B will be used to denote
general time dependence, while Roman fonts A, B will be used to denote
time-harmonic quantities for which the time dependence exp(jwt) is
implicit. In the engineering literature, it is customary to refer to Equations
(1)—(4) as being in the time domain, and the time-harmonic versions (5)—(8)
as being in the frequency domain.

In optics, the parameter n = (€:/;)"/“ is called the refractive index of the
medium. It relates the light velocity v in the medium to the velocity ¢ in the
vacuum as v = ¢/n. In electromagnetics, the expression Wg = €.€y|E (r)l2 12
is the average electrical energy density at a point in space (in SI units).
In the geometrical-optics (small-wavelength) approximation, the radiated

1/2
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power per unit area in the local direction of propagation is equal to
I=2(c/m)Wg (Born & Wolf, 1999). Assuming non-magnetic media
(i = 1), this becomes

I=nE@P/mo, 9)

in which 7o = (uo/€) /< is the wave impedance of free space. Although
alternative terminologies do exist, we will use the term light intensity or
simply intensity for the radiated power per unit area. The light intensity is a
direct measure of the signal collected by recording media that convert light
energy to other forms of energy. Examples of these recording media include
photoresists, CCD cameras, and the retina. We will assume non-magnetic
media throughout the paper and define the light intensity as in (9).

In most practical situations, the excitation in the optical system (whether
it be a filament or a laser source) has a certain random character. This creates
randomness in the resulting optical electromagnetic field in both space and
time. If this is the case, the electromagnetic field may only be represent-
able as a random field that possesses certain statistical properties. Fortunately,
we are almost always concerned with time averages of optical parameters
such as intensity or polarization, because these are the only parameters that
most optical instruments can measure. If an adequate statistical model is
constructed for the random electromagnetic field, the average quantities
measured at the output of the system can be inferred mathematically. The
categorization and rigorous mathematical description of these matters is the
subject of optical coherence (Born & Wolf, 1999; Goodman, 2000). Although
optical illumination systems almost always have a random character, the
numerical electromagnetic simulation methods considered in this paper
operate on deterministic field values that are known precisely in space and
time. Numerical solutions of differential equations that operate directly on
statistically averaged values [such as the radiative transfer equation (Ishimaru,
1999)] are outside the scope of this paper; see (Arridge & Hebden, 1997)
for a review of these methods. The question arises, therefore, as to whether
it is possible to compute statistical averages belonging to infinite random
processes using completely deterministic numerical electromagnetic simu-
lation methods. It turns out that this is possible, provided that the physical
system satisfies certain conditions. One of the simplest of such situations is
when the excitation is statistically stationary in time. Stationarity, in its strict-
est form, means that the statistical properties of the waveforms anywhere
in the system do not change in time. This is a reasonable assumption for
many forms of optical sources and will be made throughout this paper. The

1/2
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study of non-stationary, spectrally partially coherent sources are outside the
scope of this review. Interested readers may consult references (Christov,
1986; Lajunen, Vahimaa, & Tervo, 2005; Wang, Lin, Chen, & Zhu, 2003).
The importance of stationarity is manifested when the response of a
linear system to a stationary time waveform is sought. This is the case in
our analysis, because both Maxwell’s equations (5)—(8) and the scattering
materials are assumed to be linear. Let us consider an input waveform x;(t)
exciting the system in some way and an output waveform x,(f) measured
somewhere else. If x;i(t) is the only excitation, the relation between these is
a convolution with the impulse response h(7) of the system:

(o}

Salb)i= / h(t)x;(t — 7)dr. (10)
—o0

The transfer function H(w) is defined as the Fourier transform of the impulse

response h(t),

o0

H(®) = / h(t)e/®dr. (11)
T=—00

It can be shown that the power-spectral densities Si(w) and S,(@) of the

input and output waveforms are related linearly by the absolute square of

the transfer function (Born & Wolf, 1999; Goodman, 2000; Haykin, 2001;

Papoulis, 1991):

So(®) = |H(@)|*S;(w). (12)

The power-spectral density is an optically relevant and directly measurable
quantity, defined as the power at the output of a narrowband filter centered
at @. The Wiener—Khintchine theorem (Born & Wolf, 1999) states that it is
also the Fourier transform of the correlation function associated with the
stationary waveform. The relation (12) is the central result that connects
random waveforms in optics with the deterministic numerical methods
of electromagnetics. In a given problem, the power-spectral density of the
source Sj(w) is usually known, and the power-spectral density of the out-
put So (@) is desired. The necessary link is provided by the absolute square
of the transfer function H(®). A numerical electromagnetic method can
be used to find H(w) by sending deterministic signals through the optical
system, and calculating the response. Although the majority of the formu-
las in this review will be given for a fixed frequency w, the response to a
broadband stationary waveform can easily be obtained by repeating the
analysis for different @ and using the power-spectral density relation (12).
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This repetition becomes unnecessary if a time-domain method is used
to obtain the scattering response. In such a case, H(w) can be directly
obtained at a range of frequencies via temporal Fourier transform of the
time-domain response. : A

> 3. STRUCTURE OF THE OPTICAL IMAGING SYSTEM

An optical imaging system can be decomposed into several subsys-
tems, each performing a self-contained task that is simple enough to model
theoretically. Once the theoretical underpinnings of each subsystem are laid
out, the numerical computation of actual physical parameters concerning
the subsystem (transmission coefficients, far-field intensities, aberrations, etc.)
becomes a matter of approximating the analytical equations in a suitable
manner. We represent the optical imaging system as a combination of four
subsystems: illumination, scattering, collection, and refocusing. These sub-
systems are drawn schematically in Figure 1.

3.1 lllumination

The light source and the lens system (usually called the condenser) that
focuses the light created by the source onto the object are included in this
subsystem. The last lens in the condenser system is shown on the left-hand
side of Figure 1, along with the wavefront W} incident on the object. We
will base our review of illumination systems on whether they are spatially
coherent or incoherent. Temporal coherence is a secondary concern since the
sources considered in this review are always stationary (see Section 2). Once
the responses to all the frequencies in the temporal spectrum of the source

Illumination Scattering Collection

Condenser

} Pupil

Object

Figure 1 The four subcomponents of an optical imaging system: illumination, scatter-
ing, collection, and refocusing.



8 ilker R. Capoglu et al.

are found, then the synthesis of the output intensity is simply a matter of
adding the intensities of the responses at each frequency.

3.1.1 Coherent lllumination

Spatially coherent illumination means that different points on the illumina-
tion beam are fully coherent. This kind of illumination can be created by
an infinitesimally small light source, or by an atomic process called stimu-
lated emission, as with lasers. Numerical models with varying degrees of
complication are used to represent coherent beams. The simplest coherent
illumination method used in numerical modeling is the plane-wave illu-
mination. Being invariant in all but one dimension, the plane wave is one
of the most basic solutions to Maxwell’s equations, wherein the planes of
constant phase are all perpendicular to the direction of propagation k;. The
electric and magnetic field vectors of the plane wave are perpendicular to
each other and k;. Individually, the plane wave can approximate a more
complicated coherent illumination scheme over a very small illumination
angle Oy (Salski & Gwarek, 2009b; Tanev, Tuchin, & Paddon, 2006). Full
treatments of some of these illumination schemes in large-6y cases have
also been considered in the literature, albeit with less popularity. This is
primarily because non-planar coherent beams are often difficult to com-
pute and/or implement numerically. One of the more popular coherent
illumination beams is the Gaussian beam (Smith, 1997). Although it has an
approximate closed-form analytical expression that can be used in limited
cases (Salski, Celuch, & Gwarek, 2010; Salski & Gwarek, 2008, 2009a), it
is often decomposed into its plane-wave components; resulting in a more
accurate description than the more limited closed-form expression (Yeh,
Colak, & Barber, 1982). This method has the additional advantage of per-
mitting the use of efficient and readily available plane-wave algorithms,
such as the total-field/scattered-field (TE/SF) algorithm in FDTD. Since
the Gaussian beam is defined at a single frequency, it is readily adapted to
frequency-domain methods (Huttunen & Turunen, 1995; Wei, Wachters,
& Urbach, 2007; Wojcik et al., 1991b). However, it can also be used in
conjunction with the FDTD method in time-harmonic operation (Choi,
Chon, Gu, & Lee, 2007; Judkins, Haggans, & Ziolkowski, 1996; Judkins &
Ziolkowski, 1995; Simon & DiMarzio, 2007). The plane-wave spectrum
(or the angular s;;ectrum) method can also be used to synthesize arbitrary
coherent illumination beams of non-Gaussian shape (Aguilar & Mendez,
1994; Aguilar, Mendez, & Maradudin, 2002). A practical example of a
coherent beam 1is the electromagnetic field distribution around the focal



