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This book gives an introduction to numerical analysis, and it is intended
for use by undergraduates in the sciences, mathematics, and engineering.
The main prercqms;le for u%m@, the bonk s a one-ycar Couks in the
calculus of functions of one vasiable; cnowledge of computcr pro-
gramming is also nceded With thls batkground Lhe book can be used
for a sophomore-level course in numerical analysis. The last two*a;;ﬁm
of the textbook are on numerical methods fm hnear dlgebra and ordl-
nary differential equatlom A backgro in th subje
ht‘lpﬁll but l;hese -Lr *.--. ude the > 1

‘Stugents taking a course in numerical analysns do so for a variety of
reasons. Some will need it in other subjects, in research, or in their
careers. Others will be taking it to broaden their knowledge of com-
puting. When 1 teach this course, I have several ()b_]EC!l\’E‘% for the stu-
dents. First, they should obtain an intuitive and working understang -
of some numerical methods for the basic problems of numerical analys:s
(as specified by the chapter headings). Second, they should gain some
appreciation of the concept of error and of the need to analyze and
predict it. And third, they should develt)p some experience in the im-
plementation of numerical methods using a computer, T his should in-
clude an appreciation of com,pMﬂfmeﬂc and its effects.

The book covers most of the standard topics in a numerical analysis
- course, and it also explores some of the main underlying themes of the
subject. Among these are the dpproxlmatmn of problems b simpler
prohlems the construction of algorithms, iteration methods, error anal-
ysis, stability, asymptotic error formulas, and the effects of machine
arithmetic. Because of the level of the course, emphasis has been placed
on obtaining an intuitive understanding of beth the problem at hand"
and the numerical methods being used to solve it.
been carefully chosen to develop this understanding, not _]llSt o1 i)strate
an algorithm. Proofs are included only where they are sutficiently simple
and where they add to an intuitive understanding of the result.

For the introduction to computer pmgrammmg, the preferred lan-
guage in the world of scientific computing is Fortran. In this text I have

used Fortran 77, the new Fortran standard. It permits much better

vii
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prog'rammm?‘pracuces and the programns written in it.are mucn easier
to understand than those written in Fortran 66. 1 have found that stu-

dents experienced in Pascal can learn Fortran 77 very rapidly during
the course.

The Fortran programs are included for several reasons. First, they
illustrate the construction of algorithms. Second, they save the stiidents
from having to write as many programs, allowing them to spend more
xperimentally learning about a numermal method. Alter all,
I 'foeus of the course should be pumerical analysis, not learning
how to program. Third, the programs prmlde examples of the language

Fortran 77-and of good programming pruclu es using it. Of course, the

sr.udents should wnte SOme Programs of meir own. Some of these can
be sin - tion ncluded }}“i ug ms, fur C\cample, modi-
fying tthmpson ntegration code te ¢ thetrapezoidal rule Other
pmgnlm-sl‘iould be more substantial and origmal “The Fortran 77 pro-

L] -

} 1

- grams of this text are available on a /loppy disk, included with the

mstmctor S manual fi

of several types. Some exercises provide |
theoretical results given in the section, and many of these can be done
with either a hand calculator or with a simple computer program. Other
exercises are to further explore the theoretical material of the section,
p_eggips dev elopmg some additional theoretical results. In some sections,
exercises are given that require more substantial programs; many of
these exercises can be done in conjunction with package programs such
as those discussed in Appendix C.

In teaching a nne-semester course from this textbook, I cover the
material in the order given here . The material can be taught in some
other order, but r“'s@ﬁ@ﬁ" ~hapters 1 through 3 be covered first.
Following that, Chapter 8 on linear algebra can be included at any point.
The material on polynomial mterpoldtmn in Chapter 5 will be needed
before covering Chapters 6, 7, and 9. The textbook contains more than
enoug‘hm for a one-semesier course, and the instructor has con-
siderable leeway in what to leave out.

I would like to thank my colleaguies Dan Anderson, Herb Hethcote,

~ and Keith Stroyan of the University of lowa {or their comments on the

text. I also tha reviewers of the manuscript for their suggestions,
“which W very helpful in preparing the final version of the book. I

would like to thank Lois Friday for having done an excellent job of
typing the book. Several classes of students have used preliminary ver-
sions of this text, and I thank them for their forbearance and suggestions.
The staff of John W 1lcy have been very supportive and helpful in this
project, and the text 1s much better as a result of their efforts, for which
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Numerical analysis uses results and methods from many cother areas of
mathematics, particularly calculus and linear algebra, in th
~onsider one of the most useful tools from calculus, Taylor’s ‘theorem.
Ihis will be needed for both the development and understanding of
most of the numerical methods taken up in this text.

The first section introduces Taylor pOl)'Ill)iﬂlr);‘ﬁ a5 2 way to evaluate
other functions approximately; and the secondisection gives a precise
formula, Taylor’s theorem, for the error in these pn.* nomial approxi-
mations. The final section discusses the evzination of palynomials.

Other material from calculus is given in the appendixes. Appendix A
contains a complete review of mean-value theorems and Appendix B
reviews other results from calculus, algebra, geometry, ane ftrigonem_-_-

ciry.

i.1 THE TAYLOR POLYNOMIAL

Most functions f(x) that occur in mathematics cannot be evaluated ex-

actly in any simple way. For example, consider evaluating f(x) = COS(X},
#. or Vx, without using a calculator or computer. To cvaluate such

1



2 TAYLOR POLYNOMIALS

e

expressions, we use functions }'(x) which are almost equal to f(x) and
are easier to evaluate. The most common class of approximating func-
tions f(x) are the polynomials. Thev are easy to work with and they are
usually an efficient means of approximating f (ﬂ*ﬁmgmg polynomials,
the most widely used is the Taylor polynomial. There are other more
efficient approximating polynomials, and we study some of them m
apter 6. But the Taylor polynomial is comparatively casy 1o construct,

The Taylor'pelgnomial is also important in several other areas of math-
emartics. B "
Let f(x) denote a given function, for example, ¢* or log(x). The Taylor
po}wm_l 15 5!_’_“»'_“—‘_51 m mimic the behav_mr of f (Jf) at some pomt
X) al_points x near o a.
al é’g for which

prla) =

f(a) + (1.1)

Then it is easy to verify that the polynomial is uniquely given by

pi(x) = fla) + (x — a)f'(a) (1.2)

-

‘ Wﬁ*&w is tangent to that of y = f(x) at x = a.

o

pitx) = L4 27 g
The graphs ot f and p; are given in Figure L.1. Note that p,(x) is ap- |
proximately ¢ when x is near 0.

— To cor_ninue the construction process, consider finding a quadratic
polynomial ps(x) that-approximates f(x) at x = a. Since there are three
coetficien e formula of a quadratic polynomial,

H. 'i—.‘r

Pg(x) = bo + blx + ng2

LD 'l'_ﬂ:’l'-: > ' . . 3 a - s }
it is natural to impose three conditions on py(x) in order to determine



THE TAYLOR POLYNOMIAL

Figure 1.1 e =1 + x.

lhem. To 2 i r__“:..-':".-a ! L e D":-'r'r'-_ Uf f(x} al X = a? we reqi'lﬂlgd b

| _I pola) = f-(@) |
pala) = f'(a)

..l_ --:;'1 ‘l‘*] : ¢

—_._,..meathe chm thm » are sat.lsﬁcd hg the formula

—— 1..—\-—

e 1ij'!__|.L\ '||_|_-'_FF_I

We ‘can continue this process ﬂmt:kmg the beh: o at
= a. Let p,(x) be a polynomral of degree n, and requlre it to sat;st;)( .

o) R0, 1 T e ) ;
p&”‘(é) f'a). ) S D)

e

B S——— :



4 TAYLOR POLYNOMIALS
e

where f"ﬂ(.g)ﬁis‘ti;order j derivative of f(x). Thehn
palx) = fla) + (x — a)f@)

(*x =a) . (x,,— a)" i
e 2 Fila)-+5 = f"a) (1.6)

2 (x — a) £0)(a)

""‘\\.‘Jﬂ} ]

In the formula,

»

and is called “ factorial.”

Example e
e
Again let f(x) = ¢* and a = 0. Then

) =€,  fU60) = 1 forall 720

M_ B

Py R L
p(x) =1+x + '51"','!2 g 55 'E‘Jf“"-*r‘?E"?F‘: il dhzd),

.(x), p._,(x) nd ¢* at various values

s @fm S [_1 1]. For a fixed x, the Facy improves as the degree n

increases. And for a polynormal of ﬁxed g eg“‘ree, the accuracy decreases
as x moves away froma = 0. | v
W
Table 1.1 T aylor Approximations to AT
X Pl(x) Palx) | _ P;'.{J‘-') Ve e 1
-1.0 0 0.500 0.33333 0.36788
-0.5 Dl 0.625 0.60417 0.60653
-0.1 0.9 0.905 .90483 0.90434
0 1.0 1.000 1.60000 1.00000
0.1 1.1 1.105 1.10517 1.10517
0.5 1.5 1.625 1.64583 1.64872

1.0 2.0 2.500 2.66667 2.71828




Let f(x) = log(x) and @ = 1. Then f(1) = log(l) = 0. By induction,
oy AR oo K 1
FO@) = (=1y71G = 1)t 5
fOQ) = (=1ysigsd), =1

I this is used in (1.6), the Taylor polynomial is given by u/

—ﬂ-"’__.

~(x -1 (18

" (_ l)j#l | ' - '-_-1_-_
e, — (= 1) i
d j=1 J
v " .-:z .!E_A ) I# e =

PROBLEMS

1. Using (1.8), compare log(x) and its Taylor polynomials of degréeé
1, 2, and 3, in the manner of Table 1.1. Do this on the interval
2. Produce the linear and quadratic Taylor polynomials for the fol-
. lowing cases.
@ f(x)= Vx,a=1
(b) f(x) = sin (x),a = ©w/4
(€) f(x) =it ian=ui b
3. Produce a general formula for the degree n Taylor polynomials
for the following functions, all using a = 0 as the point of ap-

‘proximation. |

(a) 1/(1 — x) A

(b) sin (x) N
() b4 x ' PR T ——

4. Compare f(x) = sin (x) with its Taylor pol

%, and 5, on the interval —n/2 = x = 7/2; a

in the manner of Table 1.1.

(a) Produce the Taylor polynomials of degrees 1, 2, 8, and 4 for
f(x) = e %, with a = 0 the point of approximation,

(b) Using the Taylor polynomials for ¢/, substitute t = —x to ob-
tain polynomial approximations for ¢™*. Compare with (a).

plynoinials of degrees.

=

L
.

[ |



® TAYLOR POLYNOMIALS
b. Rep‘ghnblem 5 with f(x) =
7. The quouent = .

¥ — ] .

g(x) = g ey

is undefined for x = 0. Approximate ¢* using Taylor polynomials
Lol degrees 1, 2, and 3, in turn, to determine a natural detinition

Repeat problem 7 with g(x) = (1/x) log (1 + x).

9. (a) Asan aliernative to the linear Taylor polynomial, construct a
linear polynomial ¢(x), satistying

for given points a and b.
(b) Apply this to f(x) = ¢ with a = 0 and h=1.ForQ=x=1,
_numerically eamm_gi“) mth the linear laylor polynomial

of this section.

10. For f(x) = ¢', construct a cubic polynomlal g(x) for which

q(0) = f(0), - q(1) = f(L)

_ g'(0) = 17(0), g'(1) = f'(1)
Compare it to ¢* and the Taylor polynomial ps(x) of (1.6).
Hint: Write g(x) = b, + byx + b.x* + byx*. Determine b, and b,
from the conditions at x = 0. Then obtain a hnear system of two
guations for the vemaining coefficients b, and by,

B
._-i_i—r* ‘: |

12 THE ERROR IN TAYLOR'S POLYNOMIAL

e

To make practical use of the Taylor polynomial approximation to f(x),
we need to know its accuracy. The fnllowmg theorem gives the main
way of estimating this accuracy. We present it without proof, since it is
given in most calculus texts.

Theorem 1.1 (Taylor’'s Theorem)

Assume that f(x) hasn + 1 continuous derivatives on an intervala = x = B,
and let the point o belong to that interval. For the Taylor polynomml

p.(x) of (1.6), let R, (x) = f(x) = p.(x) denote the remainder in approx-
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| THE ERROR IN TAYLOR'S POLYNOMIAL 7
imating () by p.(e) Then, e

g —

Ll
Let f(x) = ¢*and a = 0. The Taylor polynomial is given in (1.7). From
the above lheorem, the approximalion error is gi\.*cn by

with ¢ between 0 and «x.
As a special case, take x = 1. Then tromyl.7),

. ey 1
r=p)=1+14+=4+—=+ ... + —
¢ = Pl 2! 3! n! v e—

and from (1.10),

e r?"iilg;f-'_mm
e = p(I)=R,(]) = m, 0<ce<1

From deﬁnitions of ¢ gi\'en I most ¢a

lculus texts, it is €

¢ 3
= < i
(n + 1)  (n -+ 1_)-_:.

This uses the inequality ¢" = ¢ = ¢'. As an actual numerical example,
suppose we want to approximate ¢ h_y %l) with

TR =1070

Since we only know an uppéllbl’it)tlnd for R, (1), we can obtain the, "%
desired error by making the upper bound satisfy

- ' = T

=< 107

(n + 1)



8 TAYLOR POLYNOMIALS

This is t enn = 12; thus po(l) is a sufﬁci_'ptlrx accurate approxi-
mation to e. R

The formulas (1.6) and (1.9) can be used to form approximations and
remainder formulas for most of the standard functions encountered .in
undergraduate mathematics. For later reference, we give some of the
more important ones. .

—

.=_‘1_

1 2 xr;. xn+l . : 11
. " e‘ 1.1
+“+m+ TR MY tel!
_ ar x?} :CE’ T n—1
sin(x) = x — o= + e b (—1) o = 1!
L (1.12)
(1.13)
(1.14)

SN dite 'f"'"!l-"'*" o
real number. The coefficients ( k) are called

binomial coefficients and are defined by «

(o) oc-D...@-k+1
(J- k! 2 k""li‘z; 3,_...

In all of the formulas, Eﬂéept (1.14), the point ¢ is between 0 and x,
rearranging the terms in (1.14), we obtain the sum of a finite

;gf:ﬂmetrlc SETes Or progrﬁssmn

i - xn+! :
I + x + x>+ ... gt x" = | x # | (1.16)
e ‘r

L



THE ERROR IN TAYLOR'S POLYNOMIAL 9

And by letting n—  in (1.14) when |x| < 1, we obl'ailulle‘ﬁﬂ;ite geo-
metric series
1 | 2 3 S -
l_x=l+x+x +x+...=>x |x<1 (L.17)
j=0
Example v

Approximate cos(x) for |x| = w/4, with an error of no greacer than 10 .
Since the point ¢ in the remainder of (1.13) is unknown, we consider
the worst possible case and make it satisfy the desired en 3

v <103 forlx|=m/4

lR2u+ l(x)l = —

(2n + 2)! =

which 1s satisfied when n = 3. The desired approximation is
o s ! -1-_'. s Tﬂ-«r"'"l—- _
| s x’ x‘ x°
cos(x) =1 — — —|

2!

6!

Not all Taylor polynomials or remainder terms are created directly
from (1.6) and (1.9). Rather, the above s 'series are manipulated.
For example, to obtain a series for log (l — t), integrate (1.14). More
precisely,

: -l;]‘l'"_h_.-
rd“ t(1+x+x2+...+x")dx+jlf dx

ol —=x 0 0o 1l =—x

-
-

1 1 ol t gt
— 1 — ) = B s + ...+ —pntl 4
log (1 t)_:+2:+3t’ n+lt;:_:|_ dx

L z"”) —I' " & (118
+2 et — (1.18)

log (1 — 1)

I
4
prm—
T

This is valid for ¢ < 1. The remainder term can be simplified by ai)plying



