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PREFACE

THE past twenty years or more have been a period of extremely
rapid and significant development in statistical theory and prac-
tice. Yet, while many of the recent contributions — particularly
those of R. A. Fisher and his students — appear to have almost
revolutionary significance for educational research, research work-
ers in this field have in general failed to recognize their amazing
possibilities, or at any rate have not widely realized these possibil-
ities in practice.

A part of this neglect has been due to the mistaken notion that
it is seldom necessary to use “small” samples in educational re-
search — that most of our samples consist of large numbers of
pupils or of individual observations —and that, hence, “small
sample” theory can be of relatively little practical interest or
value to research students in education. In taking this attitude,
we have overlooked the very significant fact that most of our sam-
ples, however large in terms of numbers of individual obseryations,
are not simple random samples, but consist of relatively homogene-
ous and intact subgroups, such as the pupils in a single school or
under a single teacher. The number of these subgroups, further-
more, is usually indeed small, and it is only through the use of small
sample theory that we can accurately evaluate the results obtained.

Perhaps a more telling reason, however, for this continued neg-
lect is that the only expositions of these techniques that have thus
far been readily available, particularly Fisher’s Statistical Methods
for Research Workers and The Design of Experiments, have proved
inordinately difficult for students in education to comprehend.
This fact is due in part to the unfamiliar statistical notation and
terminology employed; in part to the frequent and wide gaps in the
sequence of logic which are left to the reader to fill but which can
be readily supplied only by a reader with advanced mathematical
training; and perhaps most of all to the fact that all illustrations
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given are in the field of agricultural experimentation and are con-
cerned with “plots,” “blocks,” “yields,” “treatments,” etc.,
rather than with “schools,” “classes,” “scores,” “methods,”
“pupils,” etc.

The writer’s primary purpose in this book, accordingly, has been
to translate Fisher’s expositions into a language and notation
familiar to the student of education; to clarify the exposition
further by presenting all steps in the logic, in a manner such that
they may be followed by students with little mathematical train-
ing; and to point out specifically and illustrate concretely what
seem to be the most promising applications of Fisher’s metheds in
educational research. Particular emphasis has been placed upon
the importance of more careful design in educational research.
Many of the difficulties that have been met by educational research
workers in the analysis of their results have arisen from their tend-
ency to plan their experiments and investigations with little
direct regard to the methods of analysis that are later to be em-
ployed, or even to postpone any very careful consideration of ana-
lytical procedures until the investigation itself has been actually
concluded. One of the most valuable features of the methods of
analysis of variance is that they recognize that the problem of de-
sign is inseparable from that of analysis, and that their use makes
it difficult to ignore the maxim that no investigation should be
actually initiated until the analytical procedures have been
thought through to the last detail.

This book, however, has not been restricted to techniques which
are directly attributable to R. A. Fisher. Its purpose, more gener-
ally stated, has been to make more readily available and compre-
hensible to students in education any of the more recent develop-
ments in statistical theory and practice which seem likely to prove
of value in educational research but which thus far have received
little or no attention in the standard introductory texts in educa-
tional statistics. In particular, an effort has been made to bring
the student up to date on the logic of statistical inference and to
make him more keenly conscious of the constant need for very
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critical consideration of the assumptions underlying any statistical
technique he may employ.

The writer is convinced that the development of a genuine un-
derstanding of the nature of statistical inference and a thorough
training in the use of the methods of analysis of variance should be
considered an absolute essential in the general preparation of re-
search students in education. It is hoped, therefore, that this book
will prove usable as a textbook in advanced courses in educational
statistics or in the second half of a required full year introductory
course. If so used, it will require considerable supplementation by
other references, since (with a few minor exceptions) no attempt
has been made in this book to discuss any problems that have
already been adequately treated in the standard texts. It has
been the writer’s experience, however, that adequate consideration
of the problems here treated will require a considerable share of a
typical three-hour course.

It may be noted that the omission of a set of exercises for the
student has not been accidental. The methods here considered
have been so little used in educational research as to make impos-
sible, for the present, the collection of a set of exercises or examples
based on actual data in the field of education. Rather than at-
tempt to prepare a set of exclusively artificial examples, the writer
has preferred to postpone the publication of exercise material until
a later date. He does, however, intend to prepare and publish as
soon as possible an exercise book for the student somewhat along
the lines of the Study Manual accompanying his A First Course in
Statistics. Such an exercise book will also provide a means of sup-
plementing this book with discussions of later contributions, and
of drawing attention to any changes in emphasis or content in the
present volume that later experience may prove desirable but
which may not justify a new edition of this book. The omission of
lists of references or supplementary readings at the end of each
chapter is also deliberate. Most of the general references which
could be given would be of doubtful value to the students to whom
this book is addressed, for the reasons already indicated in the case
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of Fisher’s books. Furthermore, many of the original papers which
have been consulted in the preparation of this volume have ap-
peared in journals which are not readily accessible to students in
education. (The more important of these, however, have been
cited in footnote references.)

The writer has been extremely fortunate in obtaining an unu-
sual amount of assistance in the preparation of this book. He
is grateful, first of all, to the students in his own classes who used
the book in its preliminary mimeographed edition and who directed
attention to many typographical errors and to instances in which
the lucidity could be improved. Various parts of the preliminary
manuscript were read by Dr. C. H. McCloy of the State University
of Towa, Dr. Marian Wilder of the University of Minnesota, Dr.
John C. Flanagan of the Co-operative Test Service, New York
City, Dr. Edward E. Cureton of the Alabama Polytechnic Insti-
tute, and Dr. Jack Dunlap of the University of Rochester, all of
whom offered many valuable suggestions. The entire manuscript
was carefully read by Professor Allen T. Craig of the Department
of Mathematics of the State University of Iowa. Special acknowl-
edgments are due Professor G. W. Snedecor of Iowa State College,
who gave very generously of his time in consultations with the
writer in the earlier stages of the book and whose Mathematical
Statistics contributed greatly to the writer’s own understanding
of the possibilities in Fisher’s methods.

The major acknowledgment is due Dr. W. G. Cochran, formerly
of the Rothamsted Experimental Station, Harpenden, England,
and now of the Statistical Laboratory of Iowa State College. Dr.
Cochran read the entire manuscript most painstakingly and offered
a very large number of concrete and constructive suggestions, all
of which the writer found it desirable to observe in the final revision
of the manuscript.

Grateful acknowledgment is made to Professor R. A. Fisher,
and to his publishers, Oliver and Boyd, for permission to repro-
duce the tables of ¢ and of X?, and the normal probability table
from Statistical Methods for Research Workers, as well as a part of
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the table of random numbers from Sta#istical Tables for Biological,
Agricultural, and Medical Research (Fisher and Yates). Similar
acknowledgment is due Professor G. W. Snedecor and the Col-
legiate Press for the use of the table for F from Snedecor’s Sta-
tistical Methods.

E. F. LinpQuisT
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CHAPTER I

FUNDAMENTAL CONCEPTS IN SAMPLING THEORY

1. INTRODUCTORY

NEARLY all experimental research in education, and most of that
which is not experimental in character, involves the drawing of
inferences about a population from what is known of a sample
taken to represent that population. Accordingly, one of the most
important of the technical problems faced by the research worker
is that of determining just how much may confidently be said about
a population from what is known of a sample, or of ascertaining the
degree of confidence which may be placed in the inferences drawn.
Closely related to this is the equally important problem of how to
select a sample, or how to plan an experiment, so that it may yield
the most dependable or precise information about the population
involved, and so that it will permit an objective and valid estimate
of the degree of precision attained.

In recognition of their extreme importance in the training of the
research worker in education, a major share of this text will be de-
voted to a detailed consideration of these problems. Particular
attention will be given to the design of experiments, to small sample
theory, and to the festing of statistical hypotheses. While the con-
tributions to statistical theory which have recently been made in
these areas appear to be of revolutionary significance in educational
research, they have thus far been available to the research worker
in education for the most part only in the literature of agricultural
research and mathematical statistics. The language and the set-
ting in which they have there been presented have proved in-
ordinately difficult for the student of education to comprehend,
and have perhaps seriously retarded their much needed introduc-
tion into educational research practices. It is accordingly one of
the major purposes of this text to interpret these contributions in
a language and notation familiar to the student of education, and
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to discuss and illustrate their possibilities with specific reference
to the types of problems and materials with which he will have to
deal. , :

It will be assumed in these discussions that the student is already
acquainted with those aspects of sampling theory which are usually
presented in introductory texts in educational statistics. More
specifically, it will be assumed that he is familiar with and able to
interpret the basic standard error formulas designed for large
random samples for which the errors of sampling are normally
distributed. Rather than rest too heavily on this assumption,
however, this first chapter will in part be devoted to a brief review
of some of the concepts and techniques with which the student is
presumably already acquainted. This review will then be supple-
mented by a discussion of the limitations of these techniques in
actual practice, and by an introductory consideration of certain
additional concepts which are fundamental in the later discussions.

2. DEFINITIONS OF IMPORTANT TERMS

A population may be defined as any identifiable group of in-
dividuals, or as any collection or aggregate of comparable measures.
A sample is any number of the members of a population that have
been selected to represent that population. In ordinary usage,
populations are usually thought of as consisting of human beings;
in the statistical sense, populations may consist of any kind of
members whatever. For example, the assessed valuations of real
property in the rural school districts of Iowa may constitute a
population, as may the numbers of books in the school libraries,
or the ages of the pupils, or the years of experience of the teachers.

Populations may be either finite or infinite, either real or kypo-
thetical. A finite population is one all members of which may be
counted; an infinite population is one of unlimited size. For ex-
ample, all possible weights of eight-year-old children in this country
would constitute an infinite population, while the actual weights of
the eight-year-old children now living in this country would con-
stitute a finite population. The derivations of nearly all sampling
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error formulas assume infinite populations, whereas the populations
to which the formulas are applied are usually finite. This assump-
tion offers little difficulty, however, since the populations actually
involved are usually so large that they may be considered as prac-
tically infinite.

A real population is one that actually exists; a hypothetical pop-
ulation is one that exists only in the imagination. Many of the pop-
ulations involved in educational research are hypothetical. For
example, an experiment may be conducted to determine the rela-
tive effectiveness of two methods of instruction. For the purposes
of the experiment, two groups of seventh-grade pupils are selected,
one of which is taught by Method A, the other by Method B, and
at the close of the experiment comparable measures of achieve-
ment are secured for all pupils. In interpreting the results, the
pupils who studied under Method B, for example, are considered
as a sample from a population of seventh-grade pupils, all of whom
had been taught by this method. Since the pupils in the experi-
ment may be the only ones who have ever been taught by this
method, this population is of course hypothetical. It is neverthe-
less useful to recognize that the method might produce different
results if used with other seventh-grade pupils, and that the ex-
perimental results must therefore be considered as only a fallible
indication of the results that would be generally attained. In
some instances, we may wish to select a sample from a real popula-
tion, but find it impracticable to secure an unbiased sample from
that population. In that case we may use the sample that is
available to us, “construct” a hypothetical population from which
the given sample might have been drawn at random, and restrict
our generalizations to that hypothetical population.

A random sample is one selected in such a fashion that every
member of the population has an equal chance to be selected.
This means that each member must be selected independently of
all others. It is useful also to think of a random sample as one so
drawn that all other possible combinations of an equal number of
members from the population had an equal chance to constitute
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the sample drawn. Suppose, for example, that we are drawing a
random sample of 300 cases from all high-school pupils in Indiana.
There is, of course, an almost unlimited number of different com-
binations of 300 pupils in this population. One of these combina-
tions, for instance, might consist of 2 pupils from Terre Haute, 13
from Lafayette, 276 from Indianapolis, and ¢ from Gary. If our
sampling is random, this particular combination must have the
same chance of being selected as any other. Emphasis is placed
on this latter concept of random sampling, since it indicates quite
clearly that the samples used in educational research are seldom
simple random samples. In practice, accessibility or feasibility
are often determining factors in sampling. If we were actually
drawing a sample of 300 pupils from Indiana high schools, under
the methods usually employed the particular combination de-
scribed above would have #no chance of being drawn. The only
feasible procedure would be to secure the co-operation of a few
schools that together would provide the 300 cases needed; we
could not expect to select each pupil independently from the whole
population, and then use the pupils so selected regardless of how
they were scattered throughout the state. The extreme signifi-
cance of such practical obstacles to random sampling in educational
research will be made clear in a later section. The procedure that
may be followed to draw a random sample when no such obstacles
exist is also to be explained later.

A biased sample is one so drawn that in the long run samples so
selected will differ systematically from the population in the char-
acteristic studied. Otherwise stated, a sample is biased if, when
more cases are added by the same method of sampling, a given
group character (such as the mean) will become more stable, but
will tend to approach a value differing from the corresponding
characteristic of the population. A sample may, of course, be
biased with reference to one characteristic and unbiased with
reference to another, if the two characteristics are entirely un-
related. A sample of all university sophomores selected from those
taking a sophomore course in psychology, for example, might be



DEFINITIONS OF IMPORTANT TERMS 5

biased with reference to vocational interests, but their mean age
might be an unbiased estimate of the mean age of all sophomores
in the university. Freedom from bias is one of the most important
characteristics of a sample, and random sampling is one of the
surest ways of obtaining it. :

A siratified sample is one which may be subdivided into groups,
each of which may be considered a sample from the corresponding
subdivision of the entire population. For example, we might sub-
divide the entire population of adult males in the United States
into various income groups and select a random sample (of any
size) from each income group. The total sample thus secured
would be considered a stratified sample. Again, in selecting a sam-
ple of schools in a given state, we might classify all schools accord-
ing to enrollment, and select any desired number of schools from
each enrollment classification. The numbers constituting the
subgroups in a stratified sample are arbitrarily determined, and
need not be proportional to the numbers in the corresponding sub-
divisions of the population. Stratified sampling has much the
same advantages as controlled sampling, which are discussed in
the following paragraphs. Methods of estimating the standard
error of the mean of a stratified sample will be presented later
(pages 157 ff.).

A conirolled sample is one in which the selection is not left to
chance, or not entirely to chance, but in which the distribution of
some selected characteristic is made to conform to some prede-
termined proportion. It is a stratified sample in which the sub-
group numbers are proportional to the corresponding numbers in
the population. For example, we may wish to study (in a given
population of school children) some trait, such as weight, that is
known to be related to sex, and may wish to insure that our sam-
ple does not by chance contain an undue proportion of either sex.
Assuming that there are equal numbers of boys and girls in the
entire population, we might then select a certain number of boys
at random from all boys and the same number of girls at random
from all girls. In other words, we would make our sample repre-



