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26

A GENERAL THEORY
OF RATIONAL BEHAVIOR
IN GAME SITUATIONS

John C. Harsanyi'

Source: Econometrica 34 (1966): 613-34.

The von Neumann-Morgenstern theory of games does not
yield determinate solutions (corresponding to unique payoff
vectors) for two-person variable-sum games and for n-person
games. The present paper outlines a general theory of rational
behavior in game situations which does yield determinate
solutions for all classes of games. The theory is based on two
classes of rationality postulates: those defining rational behavior
as such, and those defining rational expectations concerning
the other players’ behavior. It is argued that this new approach
greatly increases the possibilities for the application of game
theory in economics and the other social sciences.

1

The von Neumann-Morgenstern approach to game theory yields a very
satisfactory solution concept for two-person constant-sum games. But it
fails in general to yield determinate solutions (i.e., solutions correspond-
ing to a unique payoff vector) for two-person variable-sum and for n-person
games. This greatly restricts the usefulness of their approach for economics
and the other social sciences. Most real-life social situations represent
n-person games, or possibly two-person variable-sum games where the
two players’ interests are not completely opposed to each other. In such
social situations only a theory yielding determinate solutions can help us to
predict or explain the outcome, can suggest hypotheses sufficiently specific
as to allow empirical testing, and can furnish reasonably definite policy
recommendations to the participants.

But we have been able to show that if one accepts certain very natural
rationality postulates, then one obtains a general theory of rational behavior
in game situations, yielding determinate solutions for all classes of finite
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games (as well as for infinite games satisfying certain regularity con-
ditions), both two-person and n-person, constant-sum and variable-sum,
cooperative and non-cooperative, with and without transferable utility, etc.

To be sure, our own approach yields determinate predictions about
empirical social behavior only if we introduce factual assumptions about the
players’ utility functions, their strategy possibilities, the information avail-
able to them, etc. In our view, game theory—Ilike individual decision theory
(utility theory), of which game theory is a generalization—should be
regarded as a purely formal theory lacking empirical content. Both theories
merely state what will happen if all participants have consistent preferences
and follow their own preferences in a consistent manner—whatever these
preferences may be. Empirical content comes in only when we make more
specific assumptions about the nature of these preferences and about other
factual matters (e.g., when we assume that people prefer more money to
less money, or make assumptions about the strategies available to them,
etc.). The advantage of our approach lies only in the fact that as soon as
we have introduced the necessary factual assumptions we obtain unique
predictions for all empirical social situations on the basis of the same
general theory, without the need of theoretically unjustified ad hoc assump-
tions in each particular case. Thus, for instance, bilateral monopoly (including
collective bargaining), duopoly, oligopoly, their various combinations, polit-
ical power situations, etc., all become special cases of the same general theory.

More fundamentally, the purpose of our theory is to answer certain basic
questions about real-life social situations, which can be answered only
on the basis of a theory yielding determinate predictions. For instance, if
rational individuals have a common interest in reaching an efficient solu-
tion but have opposite interests as to the specific payoff distribution to be
adopted, what factors will determine whether they can actually reach an
agreement yielding an efficient outcome? In other words, under what con-
ditions will rational individuals be unable to reach an agreement and be
driven into a wasteful conflict situation which would be in their mutual
interest to avoid? How will the participants’ relative payoffs (i.e., their
relative bargaining power) depend on the basic independent variables
characterizing a given social situation? What coalition structure will emerge
if all participants act rationally? etc.

Let me add that the solutions our theory defines for various games are
not based in any way on moral value judgments. In our view we must
clearly distinguish between ethical and game-theoretical problems. Ethics
(and also welfare economics, which for our purposes is a branch of
ethics) tries to define the patterns of social behavior best serving the long-
run interests of society as a whole. In contrast, game theory tries to define
those patterns of social behavior that will emerge if every participant
rationally pursues his own self-interest (or more generally pursues all
values, selfish and unselfish, that happen to be included in his own utility
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function) in the face of other individuals likewise pursuing their own
self-interests (and/or their other personal values) in a rational manner. Of
course, game-theoretical models have application also to cases where some
or all players ascribe positive utility to conformity with certain moral
values. But these moral preferences must always be included in each player’s
utility function (payoff function), rather than being used in the formal
definition of the solution. Apart from greater conceptual clarity, this
approach has the advantage of much greater generality because it also
covers cases where the different players have dissimilar moral values or pay
no attention to moral considerations at all.

Thus in our view the general theory of rational behavior should be sub-
divided into:

1. Individual decision theory, dealing with rational behavior by an
isolated individual, and covering the cases of

la. Certainty,
1b. Risk, and
Ic. Uncertainty.

2. Ethics, dealing with a rational pursuit of the long-run interests of society
as a whole, and

3. Game theory, dealing with a rational pursuit by each individual of
his own personal interests (as expressed by his utility function) against
other individuals rationally pursuing their own personal interests—
where any individual’s “personal interests” may include both selfish
and unselfish considerations.

In cases 1 and 2 rational behavior can be defined in terms of rather simple
criteria. In case 1 (individual decision theory), recent work (e.g., Savage
[15], Anscombe and Aumann [1]) has shown that if an individual’s choices
satisfy certain very natural rationality postulates then his behavior can be
interpreted as an attempt to maximize his expected utility in terms of the
subjective probabilities he assigns to alternative possibilities (Bayesian
approach). In case 2 (ethics), it can be shown that if a person’s moral value
judgments follow certain rationality postulates then these value judgments
will evaluate people’s behavior in terms of a social welfare function rep-
resenting the arithmetic mean (or equivalently the sum) of all individuals’
utility functions in the society (Harsanyi [4, 5]). The purpose of the pre-
sent paper is to indicate how rational behavior can be defined in case 3
(game theory). Our approach will be a direct generalization of Bayesian
decision theory.

We feel that a clear distinction between cases 2 and 3 is very essential.
A good deal of confusion in the literature could have been avoided if a
clearer distinction had been made between ethical and game-theoretical
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considerations, in particular between “arbitration models,” e.g., Raiffa [14];
Braithwaite [2]; and game-theoretical “bargaining models” proper. The
former try to define a solution satisfying certain moral “fairness” criteria.
The latter try to define the solution that will emerge if all players are inter-
ested only in maximizing their own payoffs. In such “bargaining models,”
concessions by the players to each other will not be motivated by moral
considerations but rather by the players’ finding it too risky, from their own
points of view, to refuse these concessions. The use of “arbitration models™
where the use of “bargaining models” would have been called for has
presumably resulted from the mistaken assumption that game-theoretical
considerations as such cannot define a unique solution.

2

Before stating our rationality postulates we need the following definitions
and notations.

By a cooperative game we mean a game where commitments (i.e., agree-
ments, promises, and threats) are fully binding and enforceable. By a
non-cooperative game we mean a game where commitments have no binding
force. (The possibility or impossibility of communication does not enter
into our definitions because we want to distinguish between vocal and racit
games both among cooperative and among non-cooperative games.)

A cooperative game can always be replaced by a non-cooperative game
if we incorporate promises and threats in the strategies available to the
players and use a payoff matrix making violation of such commitments
result in heavy penalties (which are explicitly stated in the payoff matrix).
But this procedure greatly increases the size of the payoff matrix we have
to consider; and the concept of cooperative games in its usual form has
some important heuristic advantages. For these reasons we shall retain the
concept of cooperative games and shall not replace these games by
the equivalent non-cooperative games.

Player i’s pure strategies will be denoted by «;, b,, . ... His mixed strat-
egies (which of course include his pure strategies as special cases) will be
denoted by r;, s, . ... The symbols r, s, ... will be used to denote strategy
n-tuples, e.g., s = (s, . . ., 5,). The symbols r, s, . . . will denote the strategy
(n — 1)-tuples which remain if player i’s strategy is omitted from the n-tuple
Ty Sy €y 8 =(5p 0, Sty Suts- - +s5,). We shall write s = (s;, 5°), ete.

In a non-cooperative game the players can use only individually
randomized mixed strategies, while in a cooperative game they can also
use jointly randomized mixed strategies. Accordingly, when we speak of a
Jjoint strategy o of all n players, in a non-cooperative game this term will
always refer to some given strategy n-tuple 6 =s= (s, ..., s,), whereas in a
cooperative game it will in general refer to some probability mixture of
different strategy n-tuples s, 7, . . ..
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The set of all strategies s; available to player / will be denoted by S,. The
set S’ of all strategy n-tuples available to the n-players is the Cartesian
product S’ =S, x...x S,. The set of all joint strategies ¢ available to the n
players will be denoted by S. In non-cooperative games we can write
S = S’. The set S’ of all strategy (n — 1)-tuples s’ available to the (n — 1)
players other than player i is the Cartesian product

B =8 o X8 RS s o XS

Let R; be any subset of S, Then the mixed strategy r; representing the
equiprobability mixture of all strategies s; in set R; will be called the cen-
troid strategy of set R,. If R, is a convex set then r; will be itself an element
of R,, otherwise this need not be the case.

We denote player i’s payoff function by U, and shall write player
i’s payoff as u; = Uy(s). The symbol U will denote the n-tuple U = (U,, ...,
U,). We can regard U as a vector-valued function and can write u =
(@ u,) = U(s).

Let ' € S' be a given strategy (n — 1)-tuple available to the (n — 1) players
other than player i. Let s* € S, be one of player i’s strategies satisfying

2.1 U(s¥t t')y = U,(s;, t') for every s; € S,.

Then s¥is called a best reply of player i to the other players’ strategy
combination . If in (2.1) we can replace the = sign by the > sign for
all s, # 57 then we call s¥* his only best reply to t'. Finally let S* be the set of
all best-reply strategies s¥* available to player i/ against 1. S*is always a
convex set. For suppose that both s* = s € S* and s* = s € S* are
best-reply strategies of player i to ¢, and let §;, be the mixed strategy
§;= "5+ '25s%. Then by (2.1)

Us?, 1) = ULs?, )= U[§, ") = Ufs, 1°)

for every s; € S,. Hence §; itself is also a best reply to 7, and §, € S*

Let s¥* be the equiprobability mixture of all strategies s¥*in set S* By
the convexity of S¥ this strategy s¥* will be itself a best reply to 7’. We
shall call it player i’s centroid best reply to t'.

Let s* = (s%,..., s%) € S be a strategy n-tuple where every player’s
strategy s¥is a best reply to all other players’ strategy (n — 1)-tuple (s*)"
Then we call s* an equilibrium point (cf. Nash [12]). If every player’s strategy
s*is not only a best reply but is the only best reply to (s*)' then we call s* a
strong equilibrium point. Any other equilibrium point will be called weak.
Finally if every s¥is a centroid best reply to (s*)' then we call s* a centroid
equilibrium point. Clearly, every strong equilibrium point is also a cen-
troid equilibrium point but not conversely.
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Any strategy s* that is a component of some equilibrium point s*
is called an equilibrium strategy.

Suppose player i has no definite expectations about the strategy (n — 1)-
tuple ¢’ the other (n — 1) players will follow, but has only a subjective
probability distribution P over all possible (n — 1)-tuples ' in set S'. Let 7'
be the mixed strategy representing that particular probability mixture of
all possible 7”’s which corresponds to this subjective probability distribu-
tion P. Finally let s* € S, be a strategy of player / maximizing his payoff
against 7', so that

(2.2) U(st i) = méisx Us, ).

Then s¥is called a generalized best reply to the other players’ expected
strategies.
Let

2.3) ;= min U(5;, s") = max min U,(z,, s').
s'es! 1,ES; s'€S!

Then &, will be called player i’s maximin payoff, and 5; will be called a
maximin strategy for him.

Let S, be the set of @/l maximin strategies 5, available to player i.
S, is always a convex set. For let 5, = s’€ S, and 5, = s% € §, be two max-
imin strategies of his, and let § = '/s? + '/25%. Then by (2.3) for every
s' € 8" we have U(s?, s) = it, and U,(s%, s') = i, and so also U,(§, s') = a,
Hence §, itself is also a maximin strategy and so 3, € S..

Let 5, be the equiprobability mixture of a// strategies 5, in set S. By the
convexity of S,, this strategy §, will be itself a maximin strategy. We shall
call it player i’s centroid maximin strategy.

An equilibrium point s must always yield every player i at least his maximin
payoff &; because by (2.1) and (2.3) we have

(2.4) Uls,, s') = UG, s') = a,.

We call an equilibrium point s profitable to player i if U(s) > @, and
call it unprofitable to him if U,(s) = u,. If s is profitable to all players it is
called (uniformly) profitable. In the opposite case it is called (uniformly)
unprofitable. If it is profitable to some players and unprofitable to others
then it is called semi-profitable.

Likewise, a given game G as a whole will be called wunprofitable to
player i if it can be shown that no solution of G can yield player i more
than his maximin payoff #,. Otherwise G will be called profitable to
player i.
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3

We shall assume that every game G will be preceded by a bargaining
game B(G), in which the players will try to agree on their payoffs and on
strategies for obtaining these payoffs.” Only after the bargaining game
has been completed will the players play the main game G itself, imple-
menting the strategies agreed upon and obtaining the corresponding
payoffs. We can analyze the bargaining game B(G) by assuming that
each player i will use a bargaining strategy d, having the nature of a decision
rule telling him whether to make a given concession (i.e., whether to accept
a lower payoff than he has asked for so far) at any particular stage of
this bargaining game or not. When we speak simply of “strategies,” rather
than “bargaining strategies,” we shall always mean the strategies s; of
the main game G.

Suppose that at a given stage of the bargaining game B(G) one of
the players proposes some joint strategy s € S as the joint strategy to be
used by the players in the main game G. Then the bargaining strategy d,
of each player i must specify whether he is to agree at this stage to the
proposed joint strategy s or not. We shall denote by D(d;) the set of all
joint strategies s agreeable to player i/ at a given stage of the bargaining
game B(G), as determined by this bargaining strategy d,.

Our rationality postulates for game situations fall into two main classes:
postulates of rational behavior (in a narrower sense) and postulates of
rational expectations. The former essentially state the implications of the
assumption that rational players prefer strategies yielding higher payoffs
and are indifferent between strategies yielding equal payoffs. The latter state
the implications of the assumption that each player will expect the other
players, also, to act rationally, in accordance with their own real interests.

More specifically, our rationality postulates are as follows:

Rationality Postulates for Game Situations.
Class A: Postulates of Rational Behavior in a Narrower Sense.

Subclass A*: Postulates of Preference for Strategies Yielding Higher
Payoffs.

Al. Maximin Postulate. In a game G unprofitable to you, always use a
maximin strategy §;. (In other words, if you cannot hope to obtain more
than your maximin payoff & anyhow, then use a strategy that will abso-
lutely assure you at least that much.)

A2. Best-Reply Postulate. In a game G profitable to you, so far as
your binding agreements with other players allow, always use a strategy
5T representing a best reply to the other players’ strategy (n — 1)-tuple
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(s*)". (This postulate implies that in a profitable non-cooperative game
the players’ strategy n-tuple s* will always be an equilibrium point. For
reasons we shall discuss below, the postulate does not apply to unprofitable
non-cooperative games. In the case of cooperative games, the postulate does
not limit the players’ choice to equilibrium points because, as soon as the
players agree on some joint strategy s not having the nature of an equili-
brium point, the postulate ceases to be operative.)

A3. Generalized-Best-Reply (or Expected-Utility Maximization) Postulate.
In the bargaining game B(G) associated with any game G profitable to
you, as far as your binding agreements with other players allow, always use
a bargaining strategy d; representing (at least) a generalized best reply to
the bargaining strategies you expect the other players to follow. (In the
bargaining game B(G) the players do not know each other’s bargaining
strategies and so have to rely on the subjective probabilities they assign to
various possible bargaining strategies d;, by the other players j. Therefore
we cannot require more than that their bargaining strategies should be
generalized best replies to the other players’ expected bargaining strateg-
ies. In contrast, in the main game G itself we can require that the players’
strategies should be actual best replies to one another (Postulate A2),
because our theory will yield sufficiently specific predictions about the
other players’ strategies so as to enable each player to satisfy this stronger
requirement in choosing his own strategy.)

A4. Acceptance of Higher Payoffs.

Part I. Let s and s* be two joint strategies in set S, both of them
consistent, with our other rationality postulates, but such that s* would
yield you (player i) a higher payoff U,(s*) > U,(s), Suppose that, at a given
stage of the bargaining game B(G), your bargaining strategy d, would
include s in the set D(d) of joint strategies agreeable to you. Then your
bargaining strategy d, must also include s* in set D(d;). (In other words, if
you are willing to agree to some joint strategy s, you must be even more
willing to agree to another joint strategy s* yielding you a higher payoff
than s would.)

Pare H. Let @ =1(d sy Qs o s d)and @* = (@F: 56585 505 0%) b
two n-tuples of bargaining strategies for the n players, both d and d* being
consistent, with our other rationality postulates, but such that ¢* would
yield you (player i) a higher payoff u; than d would. Suppose that you have
started out using bargaining strategy d; while the other players have started
outusingd,,...,d_, d,,...,d, Then you must be willing to accept, an
agreement under which all players would shift to the bargaining strategies

Postulates Al to A4 are essentially specialized forms of two rationality
postulates commonly used in the theory of individual rational behavior
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(decision theory): Postulates A2 and A3 being variants of the (Expected)
Utility Maximization Principle,’ while Postulates Al and A4 being variants
of the Sure-Thing Principle.

Subclass A**. Postulate of Indifference Between Strategies Yielding Equal
Payoffs.

AS. Equiprobability or Centroid Postulate. Suppose that player i expects
that strategies s;, s% ... would all yield him the same payoff u;, and that
all these strategies would be equally consistent with all our other ration-
ality postulates. Then player i will be equally likely to use any of these
strategies. Hence his behavior will be such as if he used the centroid strategy
sY of the set SY consisting of all these strategies s;, s¥ . ... (This postulate
follows from the customary operational definition of equality between two
utility payoffs. For instance, if player i were found to choose strategy
s, more often (i.e., with a higher probability) than strategy s% then this
would have to be interpreted as an indication of his attaching a higher
utility to it.)

Class B. Postulates of Rational Expectations.

Bl. Mutually Expected Rationality. In the same way as you will yourself
follow the present postulates if you are rational, you must expect, and
act on the expectation, that other rational players will likewise follow these
rationality postulates.

B2. Symmetric Expectations. You cannot choose your own bargaining
strategy d; on the expectation that a rational opponent will use a bargain-
ing strategy d, more concessive than you would use yourself in the same
situation. (That is, if you would yourself in his place refuse a certain conces-
sion and would regard this refusal as rational behavior on your part, then
you cannot, expect that another player, no less rational than yourself, will
take a more accommodating attitude in that situation.) /

B3. Expected Independence of Irrelevant Variables. You cannot expect
a rational opponent to make his bargaining strategy ¢, dependent on vari-
ables whose relevance for rational bargaining behavior cannot be established
on the basis of the present rationality postulates. (The purpose of this
postulate is to exclude some completely arbitrary decision rules, such as,
e.g., making the players’ payoffs proportional to their telephone num-
bers, etc. Many of these arbitrary decision rules would be quite consistent
with all our other postulates. Our last postulate, however, rules them out on
the ground that there is no reason to regard, e.g., telephone numbers as
relevant variables in deciding the players’ payoffs, etc.) More generally, the
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postulate implies that the onl/y variables influencing the players’ bargaining
behavior will be:

(i) the payoffs associated with alternative outcomes for each of the
players, and

(i1) the subjective probabilities each player assigns to different possible
outcomes being accepted or rejected by the other player(s).

Among these variables, only those mentioned under (i) are independent
variables while the variables under (ii) are themselves determined by the vari-
ables under (i).

We have seen that our postulates of Class A (postulates of rational
behavior) are closely related to the rationality postulates used in individual
decision theory. Our postulates of Class B (postulates of rational expectations)
have no direct counterparts among the latter. Nevertheless they represent
a natural extension of Bayesian decision theory in the following sense.

Inherent in the use of subjective probabilities under the Bayesian
approach is always the requirement that a rational individual must choose
his subjective probabilities on the basis of the best information available
to him, which may be called the Principle of Best Information. Our postu-
lates of Class B are adaptations of this principle to game situations where
each player is assumed to have completely reliable information about all
other players’ perfect rationality and intelligence. Our postulates of Class
B require that, in assigning subjective probabilities to alternative possible
strategy choices by the other players, each player should take full account
of the fact that these other players are known to be highly rational and
intelligent individuals.

We shall now try to indicate, as far as possible within the space available,
how our rationality postulates can actually be used for defining rational
behavior in specific game situations.

4

Playing a game effectively means solving the problem of choosing a
rational strategy. It is convenient to subdivide this problem into several sub-
problems, which are in general not independent of one another, but are at
least logically distinguishable:

1. The enforcement or stability problem. This consists in identifying the
stable joint strategies, i.e., those which can be adopted by means
of enforceable or self-enforcing agreements and therefore, once agreed
upon, will in fact be implemented by the players.

2. The joint-efficiency problem. Let E be the set of all payoff vectors u
that can be achieved by means of stable joint strategies. Then the joint-

10



