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FOR
PRINCIPLES AND PRACTICES OF INTERCONNECTION NETWORKS

The scholarship of this book is unparalleled in its area. This text is for inter-
connection networks what Hennessy and Patterson’s text is for computer architec-
ture — an authoritative, one-stop source that clearly and methodically explains the
more significant concepts. Treatment of the material both in breadth and in depth is
very well done . .. a must read and a slam dunk! — Timothy Mark Pinkston, Univer-
sity of Southern California

[This book is] the most comprehensive and coherent work on modern intercon-
nection networks. As leaders in the field, Dally and Towles capitalize on their vast
experience as researchers and engineers to present both the theory behind such net-
works and the practice of building them. This book is a necessity for anyone studying,
analyzing, or designing interconnection networks. — Stephen W. Keckler, The Uni-
versity of Texas at Austin

This book will serve as excellent teaching material, an invaluable research refer-
ence, and a very handy supplement for system designers. In addition to documenting
and clearly presenting the key research findings, the book’s incisive practical treat-
ment is unique. By presenting how actual design constraints impact each facet of
interconnection network design, the book deftly ties theoretical findings of the past
decades to real systems design. This perspective is critically needed in engineering
education. — Li-Shiuan Peh, Princeton University

Principles and Practices of Interconnection Networks is a triple threat: compre-
hensive, well written and authoritative. The need for this book has grown with the
increasing impact of interconnects on computer system performance and cost. It
will be a great tool for students and teachers alike, and will clearly help practicing
engineers build better networks. — Steve Scott, Cray, Inc.

Dally and Towles use their combined three decades of experience to create a
book that elucidates the theory and practice of computer interconnection networks.
On one hand, they derive fundamentals and enumerate design alternatives. On the
other, they present numerous case studies and are not afraid to give their experi-
enced opinions on current choices and future trends. This book is a "must buy" for
those interested in or designing interconnection networks. — Mark Hill, University
of Wisconsin, Madison

This book will instantly become a canonical reference in the field of interconnec-
tion networks. Professor Dally’s pioneering research dramatically and permanently
changed this field by introducing rigorous evaluation techniques and creative solu-
tions to the challenge of high-performance computer system communication. This
well-organized textbook will benefit both students and experienced practitioners.
The presentation and exercises are a result of years of classroom experience in cre-
ating this material. All in all, this is a must-have source of information. — Craig
Stunkel, IBM
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Preface

Digital electronic systems of all types are rapidly becoming commmunication lim-
ited. Movement of data, not arithmetic or control logic, is the factor limiting cost,
performance, size, and power in these systems. At the same time, buses, long the
mainstay of system interconnect, are unable to keep up with increasing performance
requirements.

Interconnection networks offer an attractive solution to this communication cri-
sis and are becoming pervasive in digital systems. A well-designed interconnection
network makes efficient use of scarce communication resources — providing high-
bandwidth, low-latency communication between clients with a minimum of cost
and energy.

Historically used only in high-end supercomputers and telecom switches, in-
terconnection networks are now found in digital systems of all sizes and all types.
They are used in systems ranging from large supercomputers to small embedded
systems-on-a-chip (SoC) and in applications including inter-processor communi-
cation, processor-memory interconnect, input/output and storage switches, router
fabrics, and to replace dedicated wiring.

Indeed, as system complexity and integration continues to increase, many design-
ers are finding it more efficient to route packets, not wires. Using an interconnection
network rather than dedicated wiring allows scarce bandwidth to be shared so it can
be used efficiently with a high duty factor. In contrast, dedicated wiring is idle much
of the time. Using a network also enforces regular, structured use of communication
resources, making systems easier to design, debug, and optimize.

The basic principles of interconnection networks are relatively simple and it is
easy to design an interconnection network that efficiently meets all of the require-
ments of a given application. Unfortunately, if the basic principles are not under-
stood it is also easy to design an interconnection network that works poorly if at all.
Experienced engineers have designed networks that have deadlocked, that have per-
formance bottlenecks due to a poor topology choice or routing algorithm, and that
realize only a tiny fraction of their peak performance because of poor flow control.
These mistakes would have been easy to avoid if the designers had understood a few
simple principles.

This book draws on the experience of the authors in designing interconnection
networks over a period of more than twenty years. We have designed tens of networks
that today form the backbone of high-performance computers (both message-passing
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and shared-memory), Internet routers, telecom circuit switches, and I/O intercon-
nect. These systems have been designed around a variety of topologies including
crossbars, tori, Clos networks, and butterflies. We developed wormhole routing and
virtual-channel flow control. In designing these systems and developing these meth-
ods we learned many lessons about what works and what doesn’t. In this book, we
share with you, the reader, the benefit of this experience in the form of a set of sim-
ple principles for interconnection network design based on topology, routing, flow
control, and router architecture.

Organization

The book starts with two introductory chapters and is then divided into five parts
that deal with topology, routing, flow control, router architecture, and performance.
A graphical outline of the book showing dependences between sections and chap-
ters is shown in Figure 1. We start in Chapter 1 by describing what interconnection
networks are, how they are used, the performance requirements of their different
applications, and how design choices of topology, routing, and flow control are made
to satisfy these requirements. To make these concepts concrete and to motivate the
remainder of the book, Chapter 2 describes a simple interconnection network in de-
tail: from the topology down to the Verilog for each router. The detail of this example
demystifies the abstract topics of routing and flow control, and the performance is-
sues with this simple network motivate the more sophisticated methods and design
approaches described in the remainder of the book.

The first step in designing an interconnection network is to select a topology
that meets the throughput, latency, and cost requirements of the application given
a set of packaging constraints. Chapters 3 through 7 explore the topology design
space. We start in Chapter 3 by developing topology metrics. A topology’s bisection
bandwidth and diameter bound its achievable throughput and latency, respectively,
and its path diversity determines both performance under adversarial traffic and fault
tolerance. Topology is constrained by the available packaging technology and cost
requirements with both module pin limitations and system wire bisection governing
achievable channel width. In Chapters 4 through 6, we address the performance
metrics and packaging constraints of several common topologies: butterflies, tori, and
non-blocking networks. Our discussion of topology ends at Chapter 7 with coverage
of concentration and toplogy slicing, methods used to handle bursty traffic and to
map topologies to packaging modules.

Once a topology is selected, a routing algorithm determines how much of the bi-
section bandwidth can be converted to system throughput and how closely latency
approaches the diameter limit. Chapters 4 through 11 describe the routing prob-
lem and a range of solutions. A good routing algorithm load-balances traffic across
the channels of a topology to handle adversarial traffic patterns while simultane-
ously exploiting the locality of benign traffic patterns. We introduce the problem in
Chapter 8 by considering routing on a ring network and show that the naive greedy al-
gorithm gives poor performance on adversarial traffic. We go on to describe oblivious
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Outline of this book showing dependencies between chapters. Major sections are denoted as
shaded areas. Chapters that should be covered in any course on the subject are placed along
the left side of the shaded areas. Optional chapters are placed to the right. Dependences are
indicated by arrows. A solid arrow implies that the chapter at the tail of the arrow must be
understood to understand the chapter at the head of the arrow. A dotted arrow indicates that
it is helpful, but not required, to understand the chapter at the tail of the arrow before the
chapter at the head. The notation in each shaded area recommends which chapters to cover in
a quarter course (Q) and a semester course (S).
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routing algorithms in Chapter 9 and adaptive routing algorithms in Chapter 10. The
routing portion of the book then concludes with a discussion of routing mechanics
in Chapter 11.

A flow-control mechanism sequences packets along the path from source to des-
tination by allocating channel bandwidth and buffer capacity along the way. A good
flow-control mechanism avoids idling resources or blocking packets on resource con-
straints, allowing it to realize a large fraction of the potential throughput and minimiz-
ing latency respectively. A bad flow-control mechanism may squander throughput
by idling resources, increase latency by unnecessarily blocking packets, and may even
result in deadlock or livelock. These topics are explored in Chapters 12 through 15.

The policies embedded in a routing algorithm and flow-control method are re-
alized in a router. Chapters 16 through 22 describe the microarchitecture of routers
and network interfaces. In these chapters, we introduce the building blocks of routers
and show how they are composed. We then show how a router can be pipelined to
handle a flit or packet each cycle. Special attention is given to problems of arbitration
and allocation in Chapters 18 and 19 because these functions are critical to router
performance.

To bring all of these topics together, the book closes with a discussion of net-
work performance in Chapters 23 through 25. In Chapter 23 we start by defining
the basic performance measures and point out a number of common pitfalls that
can result in misleading measurements. We go on to introduce the use of queueing
theory and probablistic analysis in predicting the performance of interconnection
networks. In Chapter 24 we describe how simulation is used to predict network
performance covering workloads, measurement methodology, and simulator design.
Finally, Chapter 25 gives a number of example performance results.

Teaching Interconnection Networks

The authors have used the material in this book to teach graduate courses on inter-
connection networks for over 10 years at MIT (6.845) and Stanford (EE482b). Over
the years the class notes for these courses have evolved and been refined. The result
is this book.

A one quarter or one semester course on interconnection networks can follow
the outline of this book, as indicated in Figure 1. An individual instructor can add
or delete the optional chapters (shown to the right side of the shaded area) to tailor
the course to their own needs.

One schedule for a one-quarter course using this book is shown in Table 1 . Each
lecture corresponds roughly to one chapter of the book. A semester course can start
with this same basic outline and add additional material from the optional chapters.

In teaching a graduate interconnections network course using this book, we typ-
ically assign a research or design project (in addition to assigning selected exercises
from each chapter). A typical project involves designing an interconnection network
(or a component of a network) given a set of constraints, and comparing the perfor-
mance of alternative designs. The design project brings the course material together
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Table 1 One schedule for a ten-week quarter course on interconnection networks. Each chapter covered
corresponds roughly to one lecture. In week 3, Chapter 6 through Section 6.3.1 is covered.

Week Topic Chapters
1 Introduction 1,2
2 Topology 3,4
3 Topology 5, (6)
4 Routing 8,9
5 Routing 10, 11
6 Flow Control 12,13, 14
7 Router Architecture # 16, 17
8 Arbitration & Allocation 18, 19
9 Performance 23
10 Review

for students. They see the interplay of the different aspects of interconnection net-
work design and get to apply the principles they have learned first hand.

Teaching materials for a one quarter course using this book (Stanford EE482b)
are available on-line at http://cva.stanford.edu/ee482b. This page also in-
cludes example projects and student papers from the last several offerings of this
course.
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