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PREFACE

Although the subject of environmental statistics has been around for decades, the average
environmental professional is far from comfortable with statistics, in my experience. This
should be concerning because the protection of public health and ecological well-being falls
largely on these professionals, and statistics should be a prominent part of their arsenal. It is
fair to say that the environmental profession revolves around data. The environmental
engineer, geologist, or scientist routinely collects data from soil, sediment, water, ambient
air or other environmental media, for analysis and interpretation to determine the potential
presence and concentrations of environmental contaminants. Based on the results of the data
analysis and professional judgment, the practitioner makes a recommendation to the
appropriate environmental protection authority that remedial action is necessary to reduce
contaminant concentrations and minimize exposure risks, or that the exposure risks are
minimal, warranting no further action. More often than not, the environmental regulatory
authority concurs.

As it turns out, environmental data samples are rarely well-behaved, with nondetects,
outliers, skewness, sustained and/or cyclical trend as habitual offenders in many data
samples. Without functional familiarity with at least the basic statistical analysis principles
and practices, how can we make sense of data such as these? Even more worrying, risk
management decisions are often legalistic, based on numbers produced by statistical and
associated analyses, where even a single mishandled outlier could possibly result in serious
consequences for public and environmental health.

One reason for the lukewarm attitude toward statistics is the lack of regular access to
competent software, as manual computation of most statistical procedures is now considered
“ancient.” An insufficient statistics or math background is another reason. Not surprisingly,
cost is mainly to blame for the lack of software access. The freely available, high-quality
software system, R, along with others such as ProUCL and VSP used in this book, has come to
the rescue in this regard. Although these systems have been in existence for over a decade,
many in the environmental profession have still not heard the “good news.” The allure of a zero-
cost, high-powered software package should be irresistible. No excuse to wait any longer!
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