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Preface

Control science or control systems or control engineering is a field of study and engineering science that integrates
automata theory and control theory along with the system designing techniques to build systems with the desired
functionality. These systems are designed for self-automation, and the sensors are used to initiate input processing,
the measurement converted after the processing of input are further used to initiate output measurement and output
controls to be achieved. When a designed system is used without human involvement, they are called automatic
control systems. The basic approach to build such systems is mathematical modeling.

Control engineering is playing a large role in designing of control systems, and examples of these control systems
can vary from microwave oven to high impact submarines. For such designing, the inputs, outputs, and other
important functional components use mathematical modeling to develop controllers for complex systems, and then
come the most important task of integrating these controllers with the physical systems using available technological
tools. These systems can be of various ranges from mechanical to biological or even financial accounting, they all use
control theory in time domains as well as frequency domains, depending on the designing and functional problem.

I especially wish to acknowledge the contributing authors, without whom a work of this magnitude would clearly
not be realizable. We thank them for allocating much of their very scarce time to this project. Not only do I
appreciate their participation but also their adherence as a group to the time parameters set for this publication. |
also thank my publisher for considering me for this project and giving me this incredible opportunity.

Editor
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Multiple model adaptive control has been investigated extensively during the last ten years in which the “switching” or “switching
and tuning” have emerged as the mainly approaches. It is the “switching” that can improve the transient performance to some
extent and also make it difficult to analyze the stability of the system with multiple models adaptive controller. Towards this goal,
this paper develops a novel multiple models adaptive controller for a class of nonlinear system in parameter-strict-feedback form
which not only improves the transient performance significantly, but also guarantees the stability of all the states of the closed-loop
system. A simulation example is proposed to illustrate the effectiveness of the developed multiple models adaptive controller.

1. Introductions

The multiple model adaptive control was introduced to
cope with the large parametric uncertainty [1] which always
results in large and oscillatory responses or even instable
when using the classical adaptive control methods. The
multiple models adaptive control [1-7] employing both fixed
model and adaptive model have been used to identify the
characteristics of the plants, and numerous methods are
currently available for controlling such plant satisfactorily.
However, the methods mainly focus on the linear time
invariant plant [1, 2, 4-6]. The multiple models adaptive
controller for nonlinear system is firstly considered in [8],
which uses a direct parameter update law to guarantee
the stability of the closed-loop system. Then, Ciliz and
Cezayirli [9] proposes a different nonlinear multiple models
adaptive control which require the condition of persistence
of excitation, so that the unknown parameter can be eval-
uated at the very beginning. Recently, an indirect multiple
models adaptive control was developed in [7] which also
demonstrated the global asymptotic stability of the closed-
loop switching system.

As illustrated in the literature that the “switching” (to the
closest model) based on the index of performance results in
fast response, and tuning (from the closet model) improves
the identification and control errors on a slower time scale,

which have the assumption that there are abundant models
available. Otherwise, the results may be improved less if
the number of the identification models is not adequate to
achieve the satisfactory response.

In this paper, a novel multiple models adaptive control
was considered for the nonlinear system in parameter-
strict-feedback form, which retains the advantages of the
multiple models adaptive controller, meanwhile facilitate
the procedure to analyze and synthesize the controller of
the closed-loop system. The approach developed here in
which the multiple models adaptive controller are used to
play a significantly larger role in the decision making role,
results in substantial improvement in performance. Besides,
we also reduce the number of the identification models by
redistributing the candidate models even as the system is in
operation.

2. Problem Formulation

Consider the multiple models adaptive control of the follow-

ing nonlinear parameter-strict-feedback (PSF) system:
Xi=x+@ (X)0, l<isn—1,

X, = ﬂ(x)u-i-(p:(x)ﬂ, (l)

Yy =X



where X; = [x1,...,x]7 € R and x € R" are the state,
u € R is the control input, 8 € R is an unknown parameter
vector belonging to a known compact set S. The functions
¢,(X;) and B(x) are known smooth functions with f(x) #0,
for allx € R". The focus of this paper is to improve the
transient performance in the presence of large parametric
uncertainties,

One easly way to improve the transient performance may
be choosing sufficiently large high-frequency parameters
in the conventional backstepping adaptive control design.
Unfortunately, the control efforts can also be very large
simultaneously [7]. Alternately, in cope with these difficul-
ties, “switching” or “switching and tuning” have emerged as
the leading methods during the last decade.

3. Multiple Models Adaptive Controller Design

In order to ensure the stability and transient performance
of the system with larger parametric uncertainty, and con-
sequently the boundedness of the state x(t), the well-
established results from the classical adaptive control cannot
be used directly. Our multiple models adaptive controller
contains N parallel operating identification models on which
the control law and the adaptive law are based. For improving
the transient performance, it is necessary to distribute the
initial estimate values of the unknown parameter {9;(0)};\’:,
uniformly in the compact set S to which the unknown
parameter @ belongs. Therefore, at least one 0 i(0) is close to
0, consequently there must exists one or more identification
models in its neighborhood. Since adaptive control can
perform well when parametric errors are small, it is naturally
that the controller developed on the jth identification
model can stabilize the system with satisfactorily transient
performance.

3.1. Multiple Identification Models. We will run in parallel
N identification models with the same structure which take
the different initial parameter estimate values {0_,-(0)};-21
uniformly distributed in the compact set S to which the
unknown parameter belongs. We first introduce the filters as
follows:

éo = (AO - /‘E(X)ET(X)P) (50 - X) +f(x,u)» Eo ER",
(2)

&= (A - A2WET(XP)E+E(X), EeR™P,  (3)

where

Xn ﬁ(X)u]r,

fxu)=|% ...
[= @

Bx) = [p1(x1) - ga(x)]

A > 0, and Ay is a Hurwitz matrix such that the Lyapunov
equation: PA, + AgP = —1I has a positive definite solution P.
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Define

é=x-§;,- &0, (5)
e_,-=x—fg—€éj» jzl)---$Na (6)
0,=0-0;, j=1,...N. (7)

It can be derived from (1)—(7) that

€= (A - 12)ET(X)P)?, (8)

ej=£80;+¢ j=1,.,N. (9)

Since € converges to zero exponentially, (9) are called
identification error equations.

3.2. Controller Design. The controller design involves N
models at total and is developed as [10], which can guarantee
the asymptotic tracking when there is not identification
error and avoid the finite time escape phenomenon when
there exists bounded identification error. Now, the first
identification model’s adaptive controller is given by

[cn,,, (x, él,yr, . ,y;')]
B(x)

uy = 5 (10)

where v, is the reference signal to be tracked and «,,, can be
recursively designed by

zi = xi = @ict (K10 Xiet, 0,y YY), (1)

Uip = —&i-1 — L% — wlT,ial + ¥, — 1%
i—1
day; day i1 k) (12)
* X1+ = |
kzn( oxi 0 oyf!
w (x x;, 0 y y'—'> @ i_zla‘xl,i—lq, (13)
1,i Iseee Xy UL Yisen s Yy =@, = ——
o 0%k
day i
sii=kui|wii|® + g a'a"l : ‘ (14)
We choose
l n
Vi- 33 5)
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The time derivative of V|, computed with (10)—(14), is
given by
Vi = —-ZCL,'Z,-Z e Z(WI,-B] = aalli‘l 9.)2,
i=1 i=1 90,
n a 2
2 X),i-1 2
= k i | Wi T+ i = ay
’:ZI( lvl 1 ’ gl aﬂl ’ ) i
n n 1 ~ 2
= —Zfl,iziz - Zkl,i WL,iZi — TB'
i=1 i=1 Li (16)
R Y
= .g" o0, Zgu

|01’ +Z ‘0]’

5 1 ~ |2
-z + ) |0
< ;CI‘Z +,-=Z|4kl.i’ ll g“

with ¢, ki, g1,; being designed parameters. Equation (16)
implies the boundedness of the states of z;, 1 < i < n,
and which in turn indicates the boundedness of the states
(.)f X;, 1 < i < n and control u; on the conditions of 8 and

)

o

8 are bounded which will be proved later. The rest of N-1
controllers can be designed and analyzed similarly which can
also guarantee the boundedness of the states of z;, 1 < i < n,

and which in turn indicates the boundedness of the states of

X, 1 =i<nandcontrol uj, j =1,...,N.

3.3. Construction of Equivalent Control. In this section, the
crucial point is that the transient performance can be
improved significantly, and at the same time the switching
between the identification models can be avoided. Besides,
the information provided by all the identification models is
to be utilized efficiently. For the complement of the goals
mentioned, instead of using the estimate values of the model
with the minimum of performance criterion to reinitial an
adaptive controller, a convex combination of all the N models
is used to generate the control of the plant as

N
u= > yjuj (17)
j=1
and the adaptive update law as
p; Evrej T -
8 =T———, r=1">0,v>0, j=1,...,N, (18)
1+vI&l°

where y; are nonnegative values satisfying Z‘jvzl yj = 1, and y;
can be calculated from

(1/[,)
—_ 9
>N (1) )

where J; is the performance indices of the form:

Yi=

t
]j(t)=aef(t)+ﬁjl e;’-(r)dr, a=0, >0, (20)

with fo can be reset when the identification models is
redistributed.

3.4. Redistribution of the Identification Models. In this sec-
tion, the goal is that the transient performance can be
improved significantly as far smaller numbers of the identifi-
cation models as possible. As is illustrated in the literature,
the classical adaptive control can cope with the control of
linear time invariant system with unknown parameters and
achieve satisfactory closed-loop objective only if the plant
parametric uncertainty is small. So if the number of the
identification models that can be used is abundantly large,
the “switching” or “switching and tuning” scheme may act
on satisfactorily. Otherwise, the multiple models adaptive
control cannot work as expected when the numbers of
identification models available is relatively smaller compared
with the size of the uncertainty region. Inspired by the
“switching” techniques [11-13], we consider the method
in which the location of the identification models can be
redistributed. From (8) and (9), it can be concluded that the
€ = 0 can be achieved by choosing the initial values of &, and
& as long as the initial state xp is known or there exists T > 0
such that

ej=¢0;, j=1,..,N, t>T (21)

[t is obviously that the errors e; and 51-, j = 1,...,N
are linearly related. This implies that the index of the
performance J;(t) is a quadratic function of the unknown

parameter vector 8. Since E7¢ is not negative definite, it
follows that the performance indices of all the models are
merely points on a time-varying quadratic surface, whose
minimum corresponds to the plant indicating the mostly
closet identification model M; (corresponds to the parameter

5,-). So we can redistribute the other (N — 1) models

M; (k# j)as
) . j
5, - g (22)

Torgi T

By introducing the minimum of interval time T, into our
switching scheme to ensure a finite number of switching.

4. Stability Analysis

Theorem 1. Suppose the multiple models adaptive controller
(17) and adaptive law (18) presented in this paper is applied
to system (1). Then, for all initial conditions, all closed-loop
states are bounded on [0, o), and asymptotic tracking can be
achieved, that is, Lim, . «z(t) = 0 or y(t) = y,(t) ast — oo,

Proof. Since all N models are identical structure and only
with different initial estimate parameters, it follows that each
controller acts on the system is only different from each other
at the weight (each of the controllers can be designed with the
same structure and designed parameters).

When we choose the whole candidate Lyapunov function
as

V=<2 (23)



It is obvious that (23) can be divided into
1 n N 1 n N
A
=524 = 2324 = 2V (24)
i=l j=1 “i=1 =1

As illustrated by (16), each of the controllers can guarantee
the boundedness of the states of z;, | < i < n at its portion,
which accompanied with the control (17), and weighting
coefficient (19) can establish the boundedness of the states
ofz, 1 <i<n.

Next, we prove the controller (17) and adaptive law (18)
can also guarantee the asymptotic tracking of the closed-loop
system states. It can be computed from (3) that

4 (epe") = ~£€" ~ 206P=TZRE" + EPET + EPET

Il

—fET—z/I(EPET - il) (_Pf

1
7 )

(25)
which shows & is bounded regardless of the state x. Let V; =
(a;lr_laj +¢€’

T(e; - &
v = _ells—e’vm—ezl +@ (Ao - AE(x)ET (x)P)7

T
3 €€

ST

without loss of generality, we can design the parameter

'€)/2, it can be derived that

(26)

satisfies Ag — AZ(x)ET(x)P > I, I is a unit matrix. Therefore,
€ 0;, j = 1,...,N are all bounded, which companied with

the boundedness of &, further yields from e; = &0, + &
that e; is bounded. It can be also concluded from (26)
that e; is squarely integrable on [0, ). Furthermore, we

can also conclude from (18) that é]- is bounded, which can
accomplish the assumption that it is bounded. We can now
give the asymptotically tracking control analysis.

The time derivate of identification error is given by

¢ = (Ao —AEE"P)e; + 0, - £0;. (27)

Due to the boundedness of all the closed-loop system
states &;, é_,-, j = 1,...,N are also bounded, so by
Barbalat’s lemma, we must have Lim, - »e;(¢) = 0 and since

Limy . e j,'l e;(r)dr = lim, . we;(t) — e;j(t;) < oo, we further
have Lim; . ~&;(t) = 0. Then, it can be concluded from (18)
that Lim,qm@ = 0 which accompanied with (27) implies
Lim; . mEb_,— = 0 and in turn leads to

Limy - N;(,0,5,) 8, = 0, (28)
where
B 1 0 07
-
. 1 0
~ E)xl
N;(z.8;.5) = : ol (29)
01 Oy i
L aX] axg .
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By direct calculating, the differentiation of z with parametric
controller #; can be described, in z coordination, by

- n N Y aa_‘F N
z= —izzlc_i,iz, +Nj(z,9,y,):.6j —~ ajaj lﬂj

2 (30)
—2 i

a(x_]',,‘_|
Z.

~

a0,

W}l +gj,i

From (28), accompanied with Lim,ﬁw@j = 0 and the
designed parameters are all positive, it can be easily con-
cluded that Limy;_ »z(t) = 0, and thus Lim;_. «z (1)

Limy — o (p(t) — yr(t)) = 0. The proof is completed. O

5. Simulation
Consider the following second-order nonlinear system:

X1 =x+0x +92X12,
X = U, (31)
y(t) = x1(1),

where 6, € [1,5] and 6, €& |1, 40] are unknown
parameters. The output y(t) = x;(t) is to asymptotically
track the reference signal y,(t) = sin 2t.

In simulation, the parametric controller is developed as
(]())—(]4) and (17)—(19) withv = 0, T = 5, Cjg = Cj2 = 4,
kj,l = kj,z = gj_p_ = 0.],j = 1,‘..,N, @x = ﬁ =1, Tm'm is 5
units of time. Since in (31), the unknown parameter appears
only in the first equation, the filter can be constructed as [1]
to reduce filter dynamic order:

£O € Rla
E c Rle’

&0 = —c(§ —x) +x2,

E=—ct+ [%is%F ],

where ¢ = 10.

The unknown parameter is [6,,6,] = [4.4,38.5]; the
number of the multiple identification models is N = 4; for
convenience to comparison with [7], the initial plant state is
[%1(0),x,(0)] = [0.5,—10]; the same initial filter states are
& =05¢ = [ 00 ], and the initial estimate parameters

for model 1, model 2, model 3, and model 4 are 0,(0)
(1,11, 8,(0) = [1,5]", 85(0) = [5,1]", 84(0) = [5, 40]
respectlvely Figures 1-4 deplct the slmulatlon re%ults

These simulation results clearly showed that the multiple
models adaptive controller presented in this paper guaran-
tees the boundedness of all the states in the closed-loop
system and achieves the asymptotic tracking of the output.

Figure 1 is the output y(t), which demonstrates that the
multiple models adaptive controller developed in this paper
has the similar property as shown in [7] and is significantly
better than using the classical adaptive control. Figures 2
and 3 are the control inputs which show that the multiple
model adaptive control can reduce the maximum control
input dramatically. Besides, it seems to conclude that the
multiple model adaptive control proposed in this paper has
the similar property and so the trajectory is nearly to overlap

(32)



Adaptive Control for a Class of Nonlinear System with Redistributed Models

0 5 10 15 20
Time (s)

Ficure 1: Output y(t). dash-dotted line for the classical adaptive
control, dashed line for the multiple model case (N = 200) as in
[7], and solid line for the multiple identification model developed
in this paper.
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Figure 2: Control u(t) on the time interval [0, 0.06]. dash-dotted
line for the classical adaptive control, dashed line for the multiple
model case (N = 200) as in [7], and solid line for the multiple
identification model developed in this paper.
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200 Fi

100 b
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Time (s)

Ficure 3: Control u(t) on the time interval [0.6, 20]. dash-dotted
line for the classical adaptive control, dashed line for the multiple
model case (N = 200) as in [7], and solid line for the multiple
identification model in this paper.

from Figures 1-3 because the method in [7] uses more
identification models than ours. Figure 4 is the trajectory
of the redistribution of the identification models which can
find the most suitable identification model and enhance the
transient performance.

0 " 3 ;
1 2 3 4
Time (s)

Figure 4: The redistribution trajectory of the identification models.

1.5

<
ra
U 8
=2}
= -]

10
Time (s)
Ficure 5: Output y(t). dashed line for the multiple model case

(N = 4) as in [7], solid line for the multiple identification model
developed in this paper.

200 1

—400 ¢ . ..

- 600 - o : . .

0 0.01 0.02 0.03 0.04 0.05 0.06
FiGure 6: Control u(t) on the time interval [0, 0.06]. dashed line
for the multiple model case (N = 4) in [7], and solid line for the
multiple model developed in this paper.

Next, we can compare the approach presented in this
paper with the method developed in [7] with the multiple
identification models (N = 200) is set to (N = 4), which is
the same identification models used in our approach. Figures
5-7 depict the simulation results.

Figure 5 is the output y(t) with the multiple models
adaptive controller, which shows the approach developed
in this paper is superior to the method presented in [7].
Figures 6 and 7 are the control inputs which show that the
multiple model adaptive control developed in this paper has



100

50

Time (s)

Figure 7: Control u(t) on the time interval [0.06, 10]. dashed line
for the multiple model case (N = 4) in [7], and solid line for the
multiple model developed in this paper.

better properties than the method presented in [7] which has
switching and larger control input.

6. Conclusions

In this paper, a novel multiple models adaptive controller
was developed for a class of nonlinear systems. The multiple
models technique was used to describe the most appropriate
model at different environments. If the number of the
identification models that can be used is abundantly large,
the “switching” or “switching and tuning” scheme may act
on satisfactorily. Otherwise, the multiple models adaptive
control cannot work as expected when the number of iden-
tification models available is relatively small compared with
the size of the uncertainty region. So we consider the method
in which the location of the identification models can be
redistributed. Unlike previous results, we do not require a
switching scheme to guarantee the most appropriate model
to be switched into the controller design which can simplify
the analysis of the stability of the closed-loop system.
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This paper considers the problem of establishing live resource allocation in workflows with synchronization stages. Establishing
live resource allocation in this class of systems is challenging since deciding whether a given level of resource capacities is sufficient
to complete a single process is NP-complete. In this paper, we develop two necessary conditions and one sufficient condition that
provide quickly computable tests for the existence of process completing sequences. The necessary conditions are based on the
sequence of completions of n subprocesses that merge together at a synchronization. Although the worst case complexity is O(2"),
we expect the number of subprocesses combined at any synchronization will be sufficiently small so that total computation time
remains manageable. The sufficient condition uses a reduction scheme that computes a sufficient capacity level of each resource
type to complete and merge all n subprocesses. The worst case complexity is O(n - m), where m is the number of synchronizations.
Finally, the paper develops capacity bounds and polynomial methods for generating feasible resource allocation sequences for
merging systems with single unit allocation. This method is based on single step look-ahead for deadly marked siphons and is
O(2"). Throughout the paper, we use a class of Petri nets called Generalized Augmented Marked Graphs to represent our resource

allocation systems.

1. Introduction

In recent years, liveness-enforcing supervisory control has
been an active area of research for resource allocation sys-
tems characterized by processes with highly ordered, linear
workflows. This research has been motivated to a large degree
by the need to control resource allocation in large, highly
automated manufacturing systems, where process workflow
is highly sequential and is typically prespecified in a product’s
process plan. In brief, a sequential resource allocation system
(RAS) consists of a set of resources, each available at a
finite level, and a set of processes that progresses through
sequences of processing stages, with each stage requiring
a predetermined set of the system resources. Furthermore,
a process instance is allowed to advance to its next stage
only when it has been granted the complete set of required

resources and only then will it release the currently held
resources that are not required for the following stage.

Because the resource allocation schemes discussed above
are embedded in the operation of many technologically ad-
vanced systems, a complete understanding of their worst case
behaviors is essential when devising operating logic for their
control. Indeed, if resource allocation is not properly con-
strained, the sequential RAS will attain resource allocation
states from which additional allocation-deallocation of some
subset of resources is not possible. This situation is highly
undesirable, because resource allocation stalls, the involved
processes and the resources they hold are idle, and outside
intervention to resolve and reset the system is required.
Liveness enforcing supervision seeks to avoid these situations
and maintain completely smooth operation by imposing an
appropriate supervisory control policy.



Reveliotis et al. [1] present a taxonomy for sequential
RAS based on the structure of the allocation requests
associated with various processing stages. This taxonomy
includes (i) single-unit (SU) RAS, which admits only linearly
ordered process sequences with resource requests corre-
sponding to standard unit vectors, (ii) conjunctive (C) RAS,
which admits linearly ordered process flows with arbitrary
resource requests, and (iii) disjunctive/conjunctive (D/C)
RAS, which allows the process to use alternative workflow
sequences. Lower-numbered classes in the taxonomy are
specializations of the higher-numbered and therefore present
simpler behaviors which are more easily analyzed and
controlled. Indeed, many results on RAS liveness and the
synthesis of tractable liveness enforcing supervisors (LES)
have been developed for the SU-RAS class, see, for example,
[2, 3] for seminal papers. Researchers have also addressed
the problem in the context of the more general classes of D-
RAS, C-RAS, and D/C-RAS, see [4, 5] for early results. An
interesting discussion that provides a unifying perspective
for many of these results, and also highlights the currently
prevailing issues in the area, can be found in [6]. Additional
recent reviews are provided in [7, 8].

In [9], Reveliotis et al. extends the taxonomy of [1] to
include RAS with process synchronizations, that is, RAS
where a process may consist of several subprocesses operating
independently until some synchronization stage is attained,
at which point subprocesses recombine through merging
and splitting and then continue as a new set. We shall
refer to this class of RAS as A/D-RAS (assembly/disassembly
RAS), since, in the case of manufacturing, this class covers
products with both assembly and disassembly in their
specified workflow. We notice, however, that synchronization
also commonly occurs in project management and business
workflow scenarios where finite resources must be allocated
to competing tasks, which must eventually merge and spawn
successor tasks.

From the perspective of logical analysis and control, a
major difference between the A/D-RAS and those addressed
in the taxonomy of [1] is that we can no longer quickly be
sure that the given level of resource capacities is sufficient
to complete even a single process. More specifically, since a
single process may consist of several concurrent and inde-
pendently operating subprocesses, each requesting, using,
and holding resources, there is no guarantee that resources
are of sufficient capacity to allow these subprocesses to
attain required synchronization states. In this paper, we
refer to this issue as the “quasi-liveness” problem since, by
definition, an underlying Petri net model of the A/D-RAS
will be quasi-live if, for every transition of the net (including
those representing synchronizations), there exists a sequence
of transition firings (resource allocations) that enables that
transition. In [9], it is established that the lack of quasi-
liveness in the A/D-RAS can be explained by the presence of
a particular type of deadly marked siphon in the underlying
net dynamics and that testing quasi-liveness, a rather easy
task for nets modeling the D/C-RAS, now becomes an NP-
complete problem (cf. also [10] for a formal proof on the NP-
completeness of the quasi-liveness problem in the considered
RAS class). Thus, assessing process quasi-liveness raises
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important and novel research problems to be addressed
for this RAS. For quasi-live processes, an additional issue
is identifying sequences of resource allocations that enable
the involved process synchronizations. Once such sequences
have been identified, standard D/C-RAS deadlock avoidance
policies can be implemented to control concurrent allocation
of resources across several concurrently operating processes.

We note that in [11], Xie and Jeng also study resource
allocation in systems with synchronizations by analyzing a
class of ordinary Petri nets called extended resource control
nets (ERCN). More specifically, they develop structural
characterizations for the ERCN quasi-liveness and liveness
that are based on the notion of empty siphons. In other work,
Wu et al. [12] model assembly/disassembly processes using
resource-oriented Petri nets, Based on the models, a deadlock
control policy is proposed and proved to be computationally
efficient and less conservative than the existing policies in
the literature. Hsieh [13] develops a subclass of Petri net
models called nonordinary controlled flexible assembly Petri
nets with uncertainties for assembly systems and studies their
robustness to resource failure. Hu et al. [14] proposes a
class of Petri nets to study automated manufacturing systems
with either flexible routes or assembly operations. Using
structural analysis, the authors show that liveness of such
systems can be attributed to the absence of under-marked
siphons.

Our work, on the other hand, places more emphasis
on the associated design and control problems, seeking
first to find resource levels that guarantee quasi-liveness
and then to find resource allocation sequences that enable
synchronization transitions. In [15, 16], we model the A/D-
RAS using a subclass of Petri nets known as Generalized Aug-
mented Marked Graphs (G-AMG). Based upon the notion of
reachability graph, we present an algorithm that determines
the quasi-liveness of a process subnet by enumerating all
execution sequences that are resource-enabled under the
considered resource availability; if the net is quasi-live, there
will be at least one sequence that leads to process completion.
For a quasi-live process, the reachability graph provides com-
plete information about the resource allocation sequences
that can be used. Since the graph is exponential in size, it
is generally necessary to select a smaller subset of sequences
to use for supervision. Based on the work presented in
[15, 16], Choi [17] develops a mixed integer program that
selects a small subset of process completing sequences for the
development of liveness enforcing supervisors. This defines a
manageable set of realizable behaviors the system can exhibit.
The subset is selected such that a performance controller,
posed as a Markov decision process, has the greatest potential
to optimize system performance.

In this paper, we seek to develop more tractable methods
of identifying process completing sequences for certain
subclasses. More specifically, we define a special case of G-
AMG, called G-AMG,, which models a RAS comprising
only “assembly” or merging operations. For RAS modeled
by G-AMG,’s, we develop two necessary conditions for
quasi-liveness which provide quick tests. We also develop
a polynomial net reduction algorithm that can be used to
compute resource levels sufficient to assure quasi-liveness.



