7 OB B
B

= H 5 A K &
ESMEFERMF

MESKRRINLFHSB

1 385 % DE Ik 3% st P
(5 P9t )

Adaptive Filter Theory
Fourth Edition

= SRR

[ % ] Simon Haykin &

Prentice -.\./_ ’%‘ ; 1 ffa /Q i
Hall ‘ PubllshmgH fEl ctronics Industry

P———r— www.phei.com.cn




HEBEEHBE A EF
ESMEFEERFESRARINHFERS

(55

JL

' iﬁmim\i&%}%—lfi

AR )

(EXEHR)

Adaptive Filter Theory
Fourth Edition

[ #] Simon Haykin

T F IH &R AL
Publishing House of Electronics Industry
Jtst - BEUING



ST Iy

FEL I 107 B 8 2 B A PR — A LU . AN L1785, RS M A 1 1138 1 Dk 2% 4L
SRR SEALSHREA R, AR IEN . RR SR A RIBCH I FLUEN B AR RIS ik, 7R
B AR SR TG . BRI, SRS L AR . SINAT -5, NE EE. #ME
T MR, BLATTRE . RMELE . TR . b ACA R R AR EAM R B G PR AR
FSOFf . AR XSt AR T 38 AR AW R AR, O US RIEETRA LY | K55
i, R RURAE S . AB Tl (SR 75 RS FRA R R T A M EM S5 15, AT
B F GRS AR B R R R BOT RIS A DT, WA TR S M

English reprint Copyright © 2002 by PEARSON EDUCATION NORTH ASIA LIMITED and Publishing House of Elec—
tronics Industry.

Adaptive Filter Theory, Fourth Edition by Simon Haykin. Copyright © 2002.

All Rights Reserved.

Published hy arrangement with the original publisher, Pearson Education, Inc., publishing as Prentice Hall.

This edition is authorized for sale only in the People’s Republic of China (excluding the Special Administrative Region of

Hong Kong and Macau).

A S SGEEIRRHT 7 1l RS R Pearson Education 15 /5 807 H LI AT RS 6] S A U ACZE R #7 11
SetmiEal, TG LUy LA T sl b A A5 (A TAo] 35 43
AP BTG AT Pearson Education 5521 2087 W EE IR BOCH (hFR2E, & E AT H

WAL 5 A a0 v &7 01-2002-2676
BEHERS%E (CIP) #iE

FLE LTSS AR IR CSDUR) (S SURTRR ) / ( 36) #% (HaykinoS.) . - Jbat: B DlbibiRisk, 20027
([ M Sm EHM 7))

152530 Adaptive Filter Theory, Fourth Edition

ISBN 7-5053-7631-4

I. A Tk . BRESIEDE &S - B FRIE - 92 IV, TNTI3
H [E AR 1041 CIP B A% 7 (2002) 45047452 4+

s 2 K TG TR

BV W) AESTAOCERI

WA A7 HLF DAL UEE  hip//www.phei.com.cn
JEnTHT R VE X T A5 173 540 B4 . 100036

N O < R R I

B A% 787 x 980 1716 Egk: 59 PR 1360 T7

it R 200247 55 1R 2002 477 J1 55 1 UK BRI

a e 56.00 00

AWy % F Tk AL G B, A SRRV ML, e % BB, ERE R, G ARLITHRKA K
AZd g (010) 68279077



FF

2001 47 A 8], #~b H Ra 0 400 [RS8 a7 25 e 2 - ) LA ie £ U8y i F S 0, g k5
ERRA S g R R Cibrneil o 7 e R 3 o U vt G PN S YOS I E O O B R i Y AN 5 37 P S5 0
S BRGRAEE RO B TAESIRA AL

MRV SRR EENEZ -SSR, ERE TR T T
R, R RRHURE DR E R . 20 20 40 4E4C MIT Ay 5530 % Y — % 28 A%
B, WG R FRAE AT AR RIESE AT, e — R 1

FREGUT AT I E s — HARR B, 20 22 80 AR, TERHEHMImHER ST T,
IR T SRR L LR A HeF 2R L5, i L AR T — KA AR 2 Be MO R A
I 8, BhZEmS 7RI SCRS % 45 . XS X SR TR T ROVERT . a4k,
BEA B BCEAWITR AR A EORE) G, A MBI O HABRIR 78 )5, MELUE I 7 9 2
K, PR FAMBEBR R MR | aT AR AT A ISR, W@ Ao Ao, ER—1
WL TR (] REL AR RGN RIREL, R T HCHE R B TR & SR B 0 1 & SR ERL 3L, 51
HERNH R SE[EAMETS S (R b, SR A DRt | S SRR, R,

AEZ0K, W DR N i TR O ARG A S O R 5

TR AL, IR T AR S ET RSTA A, R 1230 R 5 B B B TEAN TR,
DK 1 100 AR FPEREAFE S, KEE 1 20 RAL LKA IR ZE D122, MAPHEIE T 40 P, NE
Fa, EE TRBEEE SN, B9 9R%., BUAESL, BUb T EE RS MBS MUSE
Frim, BEATHE S R AR A MBS AE AT B, WAl A R A S B R, BAh,
DAL, A BB S0, AR B RS AN, AU AT E R IR
PR 5 | A0 RSORS R  £35 2 A M A i RE e 1

ek, FOR BRI S I TAEM S L8 . G5, EIM S MBE . iR RENT. %
(i ZONE T EMB AT . ARBTG5 RS, B0 el TP ESE TEHX
L AR 1 BB S 1

B T 22 R B R AP E BRI AR X @R ey TR & Alrde BT i SR Ay
B RAE, T inf], BT RSN R T, —E ER AR E PR B AR R FE AR,
BRSO ERIAE | AR YE, W E AT, SRAGRI, T Ee Fos 5 R 20b B8 N AL
HUFBUE TS, BEXT E AT S0 NS BON BRI A1, A7 H A3 | 7E 2 5 Bk ) FE 7R & e v
M3 E RSy B SEN AR B FIRCE , ZHRLF H RSSO R R BRI S06 1 L]
TN DX EEM R E R FAREOR, ARENIREREE MR b, R —EnER.

Bl TUOL RS 7S O RS0 0 AR, AR 1 S R e A A L
KRG AL . o BY)Ay SR REXTIX SE R AR ZAL | FEHIR BHF A (A9, S A
HL, A PR S IE

HiE CREBCBE L W R HER
“EAMHL S E M RS I RE G2 AT



tH ki 5% A

BEA 21 22K, TG R AR ™ R AR A IR 7oA e . OF 2RO R R 2
BE RS bz o R, SRS ARAS B AR AL, IR ARTE R . H0F B
I35 AR ATAE AR 2200 . FERIE A I WTO IS 194 K, TR A5 B b i % [ oh 5 e 5t
TR PR

YERFRIE A Bk i LR R, A TR 2GS 2Rkl A5 BERBY R RE i), 48
G BEEAMET S8 5 5 SRR B Ak BRE AT TAER A4S 1o 12000 4 42 2001
], FoALSeia A B3 A RS w5 L HE R 1 40 RENEM , TR T —& “EAMTEIRLEHObM
F507, 2 E @SR RFHIFRT T2 3 7O FdeE, 53] 7 SIS ) R EOm SR AR
HHIFEHE

FUREFNH RS [E SMIE T L 1538 5 20, JUHRAT R 5 | S SO RECR , K AT B T
TR B B A7 BAT R PR3 e S (9B ARNA ol A7 B 1 FR I [ N el 1 S0 {5 80 b
P FBRER [ Pk Ko MR E A5 B A BR | A0 OO T ™ I ] e e S5 7T oA
A O AR ) RO RS L R SRR E T R A R L, FRATIRE S RS T
WAEHMA RS, PRI TR 7R LA Shks | BERY [E S 1 5 0a 5 o Y0k B E PR3 44
RS, FEPSRZENEM 29— . B R R E R T I R e S L (RS S RS BT
W AE ol Tl ERYE . BRES SR, HrPREA AR IR, A B A IR AR
B, LAERIASRIBE 2 . ASIE]ll . ASRDZ Ui A= 4 O R, T ORI A= ol (1 fh e A B i 21 5
(. FATEH S EAME IR &, Rigdfiill -LLHM B SR TTRL, N BRIREUT SRR B o

BeAh, RS TS O RPN 5 LA R A3 1R R e S A Rl R SRR
W, HoR A s A Sl B R S E RO PR S TR G B AR R R R
AL, AR B0 W S B0 nl e, SO T B R SR AR M R AML T S SR
SEARRIE AT

AR Z AR SV I B A, JRA TS CiE R AEat R | JUatHBRLR S | R R
P2 RE . RIER: | L RO | i PR R 5 3 2 SR B A S TEU S 5 3
PAE B AV R AR ZHIRAE E AR 7 Sl (5 O SUCE AR A 2, A EE e,
A T IH 22 MR AS bR UE 1 30bE Y B0 Bt A b2 ARy 1 ) 7™ A5 A - A T7E X T TR
TR S SR O RS Ah, X TR EE, JRATRE] Tkt 05 XSS
AR BERI RS IR, AT SIS . A L P BRBRE ST, BT TEIT: AR, AT
R HERR . EDHBCRE T ARG

A I, FRA PR — A5 NG R 5 R A BOM A VI &R, 55 5 | E 2 M [EAMUEF H e 2%
A5, R BRI L1 L3 5 HOb R B B K P if 55 00 - el TR0 [ AL S A R ) A AT
FAAE—SEIN EAOA L, FERERE, BRI . AR A AR e A VR 2 e a Ty, Bl K
i 4 AP B

L ol th L

897



EMHMERS
£ OF ORME ChETERRL. WAL
BIEE ARG USRI . ST M S

BTHE  BZEEHEEK, PR fEaa . MR
HEE S 5 AR

W
pi|
=
s
P

WHEASEHFL . AT, TR ATl SR
HEWBHE FEER S TRE VAR T Z N SER
Rt dbaREEEE . MRS, B RE EAT
HEWE HMER SRR R R B RS &R
A LR FRHCREEEE . AT
hEGE(EE SR IEEE 23 1
DT N NG = 3 € AN L B W e |
Bahil (5 EEE AL E BT
fEER  RERFRIK . B2, f A S
HESE iR S TRECIVH AR T E N SER
V7S IR | 9 'S8 1 DN o5 € AN L S W i L
HAMLSE BRA R . G RRERR K
sRBEAR  JEERAUES R R E B . WA SN, B TR R B
ﬁﬁiﬁ[ﬁ an u* £ Iﬁ‘t T.f %%ﬂﬁ%*}’ﬁﬂ’ ‘]ﬁ%@kzs%
HEE [ERnE SRt | R SN 5 € N /B e s 1]
HEHWHE FHER SR VAR R E R S E R
Attbte PRSI KAEHEL ﬁﬁ*l*# S, AR TR ERE R K
HEHE FEERe S TREVH RS E R SER
TRtk WARHERF Y. AR, E8ESER TR K
HEME FE R SRR FEELEMRBEFEIEFERELER
WREM PR REEER AR, A FRFESEARAFEE
HENHFEERE S IRERVHFARSEASER
EER  EEGERFHE. SR, BAEEFEREBK
HAEWBTEE SRS ERAER
BURDL JEatHBE R #8042 . B ERIRE 2 AT
PRty JRERRRERR BRI . SRR
FUN hENEEE SRR PR
(3% SCRN S R R B 5 1R R K W N



Preface

The subject of adaptive filters constitutes an important part of statistical signal pro-
cessing. Whenever there is a requirement to process signals that result from operation
in an environment of unknown statistics or one that is inherently nonstationary, the use
of an adaptive filter offers a highly attractive solution to the problem as it provides a sig-
nificant improvement in performance over the use of a fixed filter designed by conven-
tional methods. Furthermore, the use of adaptive filters provides new signal-processing
capabilities that would not be possible otherwise. We thus find that adaptive filters have
been successfully applied in such diverse fields as communications, control, radar, sonar,
seismology, and biomedical engineering, among others. ‘

Aims of the Book

The primary aim of this book is to develop the mathematical theory of various realiza-
tions of linear adaptive filters. Adaptation is accomplished by adjusting the free para-
meters (coefficients) of a filter in accordance with the input data, which, in reality, makes
the adaptive filter nonlinear. When we speak of an adaptive filter being “linear,” we
mean the following: The input—output map of the filter obeys the principle of superpo-
sition whenever, at any particular instant of time, the filter’s parameters are all fixed.

There is no unique solution to the linear adaptive filtering problem. Rather, we
have a “kit of tools” represented by a variety of recursive algorithms, each of which of-
fers desirable features of its own. This book provides such a kit. It also provides an in-
troduction to neural networks, which are basic to nonlinear adaptive filtering.

In terms of background, it is assumed that the reader has taken introductory un-
dergraduate courses on probability theory and digital signal processing; undergraduate
courses on communication and control systems would also be an advantage.

Organization of the Book

The book begins with an introductory chapter, where the operations and different forms
of adaptive filters are discussed in general terms. The chapter ends with historical notes,
which are included to provide a source of motivation for the interested reader to plough
through the rich history of the subject. The concepts and algorithms introduced in this
chapter are explained in detail in subsequent parts of the book.



The main chapters of the book, 17 in number, are organized as follows:

Stochastic processes and models. This material, presented in Chapter 1, empha-
sizes partial characterization (i.e., second-order statistical description) of station-
ary stochastic processes. As such, it is basic to much of what is presented in the
rest of the book.

Wiener filter theory and its application to linear prediction. The Wiener filter, pre-
sented in Chapter 2, defines the optimum linear filter for a stationary environ-
ment, and therefore provides a framework for the study of linear adaptive filters.
Linear prediction theory, encompassing both of its forward and backward forms
and variants thereof, is discussed in Chapter 3; the chapter finishes with the ap-
plication of linear prediction to speech coding.

Least-mean-square (LMS) family of adaptive filters. The LMS filter is built around
a transversal (i.e., tapped-delay-line) structure. In its most basic form, it is simple
to design, yet highly effective in performance—two practical features that have
made it highly popular in various applications. Chapter 4 presents the fundamen-
tals of an old optimization technique known as the method of steepest descent,
from which the LMS filter is readily derived. Chapter S presents a detailed treat-
ment of the many facets of the LMS filter, its theory and practical applications.
The two highlights of the chapter are:

(i) Small-step-size statistical theory, which provides a fairly accurate description
of the transient behavior of the LMS filter and its learning curve when the
step-size parameter is assigned a small value. This new theory, rooted in the
Langevin equation of nonequilibrium thermodynamics, avoids the unrealis-
tic assumptions made in the independence theory traditionally used in the
study of LMS filters. Computer simulations are presented, demonstrating
close agreement between the findings of the small-step-size theory and ex-
perimental results.

(ii) H™ theory, which provides the mathematical basis for the deterministic ro-
bustness of the LMS filter.
Chapters 6 and 7 expand on the LMS family of LMS filters by presenting detailed
treatments of normalized LMS filters, affine projection adaptive filters, frequency-
domain and subband adaptive LMS filters; the affine projection filter is an
intermediate adaptive filter between the normalized LMS filter and recursive least-
squares filter.

Recursive least-squares (RLS) adaptive filters. The RLS filter overcomes some
practical limitations of the LMS filter by providing a faster rate of convergence and
an insensitive performance to variations in the eigenvalue spread of the correla-
tion matrix of the input signal; the price paid for these improvements is increased
computational complexity. Chapter 8 discusses the method of least squares, which
may be viewed as the deterministic counterpart of the Wiener filter rooted in sto-
chastic processes. In the method of least-squares, the input data are processed on
a block-by-block basis; block methods, disregarded in the past because of their nu-
merical complexity, are becoming increasingly attractive, thanks to continuing im-
provements in digital computer technology. Chapter 9 builds on the method of



least squares, and uses the matrix inversion lemma to derive the RLS filter. The
highlights of this chapter are:
(i) Statistical theory of RLS filters.
(ii) H™ theory of RLS filters.

In reality, the RLS adaptive filter is a special case of the celebrated Kalman filter
that emphasizes the notion of a state. It is therefore important that we have a good
understanding of Kalman filter theory, which, in a stationary environment, also
includes the Wiener filter as a special case. Derivations of the Kalman filter, its
variants and extension, are discussed in Chapter 10. This chapter also establishes
the one-to-one correspondences between Kalman filters and RLS filters, thereby
providing the framework for a unified treatment of the whole family of RLS adap-
tive filters. Chapter 11, built on Givens rotations, derives the square-root infor-
mation and covariance forms of square-root RLS filters, which overcome numerical
difficulties encountered in the digital implementation of ordinary RLS filters.
Chapter 12, on order-recursive filters, describes latticelike structures for the design
of adaptive filters that are of the same order of computational complexity as LMS
filters; the improvement in computational complexity is achieved by exploiting
the time-shifting property inherent to temporal processing. Chapter 12 presents de-
rivations of the gradient adaptive lattice (GAL) and QR-decomposition-based
least-squares lattice (QRD-LSL) algorithms, which are respectively the simplest
in computational terms and most powerful in performance terms.

Finite-precision effects. The theory of linear adaptive filters presented in Chap-
ters 5 through 12, is based on continuous mathematics (i.e., infinite precision).
When, however, any adaptive filter is implemented in digital form, effects due to
the use of finite-precision arithmetic arise. Chapter 13 discusses these effects in
the digital implementation of LMS and RLS filters.

Tracking of time-varying systems. Chapter 14 expands on the theory of LMS and
RLS filters by evaluating and comparing their performances when they operate in
a nonstationary environment, assuming a Markov model. The chapter uses the ex-
tended Kalman filter to derive modified forms of RLS filters that are assured of
optimality over the LMS filter in a nonstationary environment. The chapter finishes
by deriving new forms of LMS and RLS filters with adaptive memory which re-
spectively permit recursive adjustments to the step-size parameter and exponen-
tial weighting factor of these filters.

Infinite-duration impulse response (IIR) adaptive filters. The linear adaptive filters
discussed in Chapters 5 through 14 are all built around transversal or lattice struc-
tures that are characterized by an impulse response of finite duration. Chapter 15
presents a brief treatment of the output-error method and equation-error method
for the design of IIR adaptive filters, and discusses practical issues that arise in
their use. The chapter also describes Laguerre adaptive filters that combine the
desirable properties of FIR and IIR structures.

Blind deconvolution. The linear adaptive filters studied in Chapters 5 through 15
assume the availability of a desired response, which is intended to guide the adap-



tation of free parameters of the filter during training. When there is no desired
response available, we have to resort to the use of blind adaptation (i.e., unsuper-

vised adaptive filtering). Chapter 15 discusses two primary blind deconvolution
algorithms:

e Subspace decomposition algorithms based on second-order statistics, which ex-
ploit the cyclostationary nature of modulated signals in applications involving
data transmission over communication channels.

e Bussgang algorithms, which exploit higher order statistics of the received signal
at the output of a communication channel.

e The chapter finishes with a discussion of Bussgang fractionally spaced equalizers,
where these two major themes of blind deconvolution are tied together.

e Back-propagation learning. Neural networks, built around nonlinear processing
units, provide powerful tools for solving difficult nonlinear adaptive filtering prob-
lems. Multilayer perceptrons, with one or more hidden layers of processing units,
constitute an important class of neural networks. Chapter 17 derives the back-
propagation algorithm for the supervised training of multilayer perceptrons; the
back-propagation algorithm may be viewed as a generalization of the LMS algo-
rithm. The novel feature of the material presented in this chapter is emphasis on
the complex form of the back-propagation algorithm, which makes it consistent
with the rest of the book.

The book concludes with an Epilogue, where the following five topics are briefly
discussed:
e Proportionate adaptation
e Robust statistics
¢ Blind source separation
e Dynamically driven recurrent neural networks
e Derivative-free state estimation for nonlinear dynamically systems

These discussions are included to provide the reader with a more complete picture
of the ever-expanding subject of adaptive filters.
The book also includes appendices on the following topics:

¢ Complex variable theory

e Differentiation with respect to a vector
e Method of Lagrange multipliers

e Estimation theory

¢ Eigenanalysis

¢ Rotations and reflections

e Complex Wishart distribution

In different parts of the book, use is made of the fundamental ideas presented in
these chapters.



Ancillary Material

® A Glossary is included, consisting of a list of definitions, notations and conven-
tions, a list of abbreviations, and a list of principal symbols used in the book.

¢ All publications referred to in the text are compiled in the Bibliography. Each ref-
erence is identified in the text by the name(s) of the author(s) and the year of pub-
lication. The Bibliography also includes many other references that have been
added for completeness.

Examples, Computer Experiments, and Problems

Many examples are included in different chapters of the book to illustrate concepts and
theories under discussion.

The book also includes many computer experiments that have been developed to
illustrate the underlying theory and applications of the LMS and RLS algorithms. These
experiments help the reader to compare the performances of different members of these
two families of linear adaptive filtering algorithms.

Each chapter of the book, except for the introductory chapter, ends with prob-
lems that are designed to do two things:

e Help the reader to develop a deeper understanding of the material covered in the
chapter.

e Challenge the reader to extend some aspects of the theory discussed in the chapter.

Solutions Manual

The book has a companion solutions manual that presents detailed solutions to all the
problems at the end of Chapters 1 through 17 of the book. A copy of the manual can be
obtained by instructors who have adopted the book for classroom use by writing directly
to the publisher.

The MATLAB codes for all the computer experiments can be accessed by going
to the web site http://www.prenhall.com/haykin/

Use of the Book

The book is written at a level suitable for use in graduate courses on adaptive signal
processing. In this context, it is noteworthy that the organization of the material covered
in the book offers a great deal of flexibility in the selection of a suitable list of topics for
such a graduate course.

It is hoped that the book will also be useful to researchers and engineers in in-
dustry as well as government establishments, working on problems relating to the theory
and applications of adaptive filters.

Simon Haykin
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