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Preface

One of the most remarkable examples of fast technology transfer from new
developments in mathematical probability theory to applied statistical meth-
odology is the use of counting processes, martingales in continuous time, and
stochastic integration in event history analysis. By this (or generalized sur-
vival analysis), we understand the study of a collection of individuals, each
moving among a finite (usually small) number of states. A basic example is
moving from alive to dead, which forms the basis of survival analysis. Com-
pared to other branches of statistics, this area is characterized by the dynamic
temporal aspect, making modelling via the intensities useful, and by the spe-
cial patterns of incompleteness of observation, of which right-censoring in
survival analysis is the most important and best known example.

In this book our aim is to present a theory for handling such statistical
problems, when observation is assumed to happen in continuous time. In
most of the book, a minimum of assumptions are made (non- and semi-
parametric theory), although one chapter considers parametric models. The
detailed plan of the book is described in Chapter I.

Our desire has been to give an exposition in terms of the necessary mathe-
matics (including previously unfamiliar tools that have proved useful), but
at the same time illustrate most methods by concrete practical applications,
primarily from our own biostatistical experience. We also wanted to indicate
some recent fines of research. As a result, the book moves along at varying
levels of mathematical sophistication and also at varying levels of subject-
matter discussion. We realize that this will frustrate some readers, in par-
ticular those who had expected to find a smooth textbook. In Section I.1, we
suggest a reading guide for various categories of readers, and in Section 1.2,
we give a synopsis of the developments of the field up to now.



vi Preface

The suggestion of writing a monograph on this material came from Klaus
Krickeberg in 1982. In assembling a group of authors, we wanted to include
our colleague and friend Odd O. Aalen, who started the theory and keeps
contributing to it; however, Odd wanted to concentrate on building up medi-
cal statistics in Oslo, Norway. The work on the book has become something
of a life-style for the four of us, involving drafting sections individually and
then meeting, usually in Copenhagen, to discuss in great detail the merits and

_otherwise of the latest contributions. These meetings always lasted for three
full days, with discussions going on at the dinner table to the wonder of our
wives and children, none of whom believed we really wanted (were able to?)
finish the project. We will miss these opportunities for very positive profes-
sional and human interaction, and the concept of “Vol. II” has become our
consolation. (Do not worry, this will take a while!)

We have enjoyed extremely positive interest from all colleagues. First, our
Nordic colleagues who participated in getting the theory developed have
always been ready to follow up with good advice. Besides Odd Aalen, we
have interacted particularly with Martin Jacobsen, as well as with Elja Arjas,
Nils Lid Hjort, Seren Johansen, and Gert Nielsen. Overseas, we owe par-
ticular thanks to Dorota Dabrowska, who read several chapters in great
detail and kept us informed of several fascinating new developments. We have
been given good advice and been entrusted with prepublication versions of
new results by many colleagues, including Chang-Jo F. Chung, Hani Doss,
Priscilla Greenwood, Piet Groeneboom, Jean Jacod, John P. Klein, Tze
Leung Lai, [an McKeague, Jens Perch Nielsen, Michael Serensen, Yangin
Sun, Aad van der Vaart, Bert van Es, Mark van Pul, Wolfgang Wefelmeyer,
and Jon A. Wellner.

As with any effort of this kind, countless drafts have been produced, some
before the age of mathematical word processing. Although later phases have
sent (most of) the authors themselves to the TeX keyboards (in Copenhagen
with much support from Peter Dalgaard), many versions were done by our
secretaries in Copenhagen (in particular, Susanne Kragskov and Kathe
Jensen), Oslo (Dina Haraldsson and Inger Jansen), Amsterdam (Carolien
Pol-Swagerman), and Utrecht (Karin Berlang and Diana van Doorn). Most
calculations and graphs were done (in S) by Lars Sommer Hansen and
Klaus Kreier, and Mark van Pul and Kristian Merckoll did some additional
calculations. A

Our work with the book has been done as part of our appointments at the
University of Copenhagen (Per Kragh Andersen, Niels Keiding, the latter for
part of the period as Danish Ministry of Education Research Professor), the
University of Oslo (@rnulf Borgan), and Centre for Mathematics and Com-
puter Science, Amsterdam, and the University of Utrecht (Richard D. Gill).
Some work was done during visits to the Department of Biostatistics, Uni-
versity of Washington; the Medical Research Council Biostatistics Unit,
Cambridge, England; the Department of Mathematics, University of West-
ern Australia; and the Department of Statistics, The Ohio State University.
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We acknowledge the hospitality and interest everywhere. Travel costs and
secretarial and computing assistance have been financed by our institutions,
with supplements from the Danish Medical Research Council (grant no. 12-
9229), the Norwegian Council for Research in Science and the Humanities,
and Johan and Mimi Wessmann’s foundation.

February 1992
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CHAPTER 1

Introduction

I.1. General Introduction to the Book

I.1.1. Event History Analysis

As explained in the Preface, we study a collection of individuals, each moving
among a finite (usually small) number of states. The exact transition times in
continuous time form the modelling basis of the phenomena, although often
these times are only incompletely observed. The best known example of such
incomplete observation is right-censoring in classical survival analysis; here,
not all of a set of independent lifetimes are observed, so that for some of
them it is only known that they are larger than some specific value. We
shall mention other kinds of censoring such as interval-censoring and left-
censoring as well as truncation and filtering. Left-truncation in survival
analysis means that an individual is included only if its lifetime is larger than
some value, whereas by filtering, we mean that the individual is not under
observation all the time, but only when a suitable indicator process is
switched on.

During the 1960s, an extensive theory of martingales in continuous time
and stochastic integration was developed, primarily in France. In the early
1970s, these tools were applied in control theory and electrical engineering.

I.1.2. Counting Processes, Martingales, Stochastic Integrals,
Product-Integration

For event history analysis, a major contribution was the 1975 Berkeley Ph.D.
dissertation “Statistical Inference for a Family of Counting Processes” by



2 I. Introduction

0.0. Aalen. The basic nonparametric statistical problems for censored data
were studied in terms of the conditional intensity (or intensity process) of the
counting process that records the (uncensored) events as time proceeds.
Formulating many statistical models of interest in terms of a multiplica-
tive decomposition of the intensity process of this counting process into a
product of a purely deterministic factor (hazard) and an observable factor,
Aalen’s main contribution was to show that the models may then be analyzed
in a unified manner by these tools. The difference between the counting
process and the integrated intensity process is a martingale. Exact (that is,
nonasymptotic) results such as unbiasedness, as well as estimators of vari-
ability, are obtained by applying results on stochastic integration with respect
to this martingale. Asymptotic statistical theory follows using martingale cen-
tral limit theory. Finally, to convert the results to the conventional distribu-
tion function (or survival function), the general tool of product-integration is
useful (Aalen and Johansen, 1978). This tool, however, has been very slow in
penetrating statistical theory; for a review see Gill and Johansen (1990).

I.1.3 General Aim of This Book

Our aim in this book is, first, to present the above theory, completing some
of its mathematical details, as well as surveying a range of topics developed
since the first journal publication of the theory (Aalen, 1978b; Aalen and
Johansen, 1978). A brief survey of the historical development of the subject
is given in Section I.2. Second, we include some very concrete applications,
providing detailed empirical discussions of a number of practical examples,
mainly from our own experience. We here also consider methods for assess-
ing goodness of fit in detail, displaying results graphically, and adapting
the methods of statistical inference to the occasionally complicated observa-
tional patterns that one meets in practice. Third, the full mathematical expo-
sition of the theory requires some mathematical tools that we have found
useful to summarize.

At the end of this section, we list some of the aims that we do not seek to
fulfill in this work. Before that, let us first explain the plan of the book, and
then suggest how different categories of readers could navigate through the
somewhat heterogeneous material presented.

I.1.4. Plan of the Book

To emphasize the practical purpose of the methods developed here, brief
presentations are given in Section 1.3 of 19 practical examples that will serve
as illustrations in the following chapters. The examples are chosen to illus-
trate various patterns of event history often met in practice, focusing in par-
ticular on the various relevant time scales (calendar time, age, duration since
onset of disease, etc.).
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Chapter II presents the mathematical tools necessary for a full apprecia-
tion of the development in later chapters. A textbook-type treatment would
have exceeded the limits of the book considerably; instead, we attempt a brief
exposition that nevertheless contains precise statements of the definitions
and results used later. Section II.1 explains informally but also briefly the key
concepts in the basic example of classical survival analysis.

In Chapter III, we provide a rather detailed discussion of the specification
of the statistical models in terms of the intensity process. The bulk of this
chapter is a mathematical discussion of possible patterns of censoring and
other kinds of incomplete observation (truncation, filtering), with extensive
discussion of specific examples, mostly motivated by the empirical studies
presented in Section 1.3.

Chapter IV is an exposition of nonparametric estimation in Aalen’s
multiplicative intensity model. This includes the “Nelson—-Aalen” estimator
of the cumulative intensity, kernel smoothing methods for the intensity
itself, the “Kaplan—Meier” estimator of the survival function and its general-
ization: the estimator of the transition matrix of a nonhomogeneous Markov
process proposed by Aalen and Johansen (1978). The methods are illustrated
and further specified in relation to the empirical studies. Chapter V treats
k-sample hypothesis tests of the relevance of suitable stratifications, includ-
ing one-sample tests for comparison with a standard. Linear rank tests are
emphasized and illustrated with several empirical examples, while there are
brief introductions to various specialized rank tests, tests based on the com-
plete intensity process, and sequential tests.

Several basic aspects of parametric inference in life testing and epidemi-
ology are usefully studied in the present framework. Chapter VI develops
maximum likelihood and M-estimators and illustrates these methods on sev-
eral examples. Asymptotic statistical theory is given, as well as methods for
assessing goodness of fit, including generalization of the “total time on test”
methodology from reliability.

Often, stratification is not sufficient and more specific regression models
are required to obtain the desired insight into the influence of covariates
on the intensities of occurrence of ‘the relevant events. In survival analysis,
the “semiparametric” regression model and the associated tool of partial
likelihood, both due to Cox (1972), were seminal. Cox’s model postulates the
intensity to be a product of a parametric function of the covariates and an
arbitrary function of time, and this model generalizes directly to counting
processes. Chapter VII contains an extensive mathematical and applied
statistical discussion of this approach. Other regression models are also
discussed, particularly a (multivariate) linear intensity model due to Aalen
(1980).

The methods developed in Chapters IV-VII are motivated by reason-
able though sometimes rather ad hoc mathematical-statistical arguments
(moment equations and similar estimating equations, unorthodox “maximum
likelihood™” constructions). Results on optimality or efficiency of the pro-



4 I. Introduction

posed methods are not directly available from the derivations; in fact,
only a few scattered results on these topics are available in the literature.
Chapter VIII provides a brief introduction to LeCam’s theory of local
asymptotic normality and contiguity, as well as the recent general
mathematical theory of semiparametric and nonparametric estimation
(Bickel et al., 1993; van der Vaart, 1988). It is shown that this provides a
sufficiently general mathematical framework to allow efficiency results to be
derived, which may sometimes be linked to generalized maximum likelihood
properties.

Many further developments are possible within the general framework
of statistical models based on counting processes. We restrict ourselves to
brief indications of two lines of developments. First, heterogeneity among
individuals is not always usefully described by stratification or regression
modelling; sometimes a description as random variation may be necessary
if not all relevant covariates are measured or to describe correlation among
individuals. Random effect models are very natural and well known for the
normal distribution, but, as shown in Chapter IX, it is still possible to define
models and suggest estimation and hypothesis testing methods for event
history models with random individual variation (often called random frailty
or “dependent failure times”). In Chapter X, we report briefly on the fast
growing area of generalization of the methods of multivariate time scales
(calendar time and age; calendar time and duration on trial; duration on trial
and duration on a particular, possibly intermittent, treatment). Specific
surveys are given of sequential analysis of censored data with staggered entry
and of multivariate hazard measures and multivariate Kaplan—Meier esti-
mators for dependent survival times.

I.1.5. Reading Guides

It is obvious from the above synopsis of the book that various categories of
readers may be interested in different parts of the material presented.

The biostatistician or reliability engineer interested primarily in the practi-
cal methods should survey our empirical examples in Section 1.3 and study
the introductory Section IIL.1, but should be able to follow the specific de-
scriptions in Chapters IV-VII, IX, and X without a detailed study of the
mathematical prerequisites in the rest of Chapter II and the detailed mathe-
matical discussion in Chapter III. However, a cursory reading of the first half
of Chapter III would be necessary. It is perhaps appropriate to emphasize
that this book is not intended as a textbook in biostatistics—the mathe-
matical theory has guided our selection of methods, and sometimes other
approaches will be preferable in practice.

The statistician wanting an introduction to this area should go through
Chapter I to see which substantive areas motivated the methods described,
become familiar with the underlying mathematics in Chapter II, and under-
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stand the general points of censoring, truncation, and filtering in Chapter III.
From this viewpoint, one may prefer a more cursory reading of Chapters
IV-VII including several illustrative examples.

The mathematical-statistical specialist (in this field) looking for “what’s
new” would, in principle, not need Chapter II, though we hope that at least
some from this group will appreciate our summary. The density of unfamiliar
material may be highest in Chapters III, IV.4, VL3, VII (later sections), VIII,
IX, and X.3, but there are innovations throughout, ~

Finally, some readers may be probabilists, wanting an explanation of
the statistical application of tools (cf. Chapter II) well known to them. They
should read Chapter III carefully and study the empirical examples in
Chapter I and selected cases about how the empirical problems raised
there are handled in the statistical methodology Chapters IV-VII and
IX.

I.1.6. Some Areas Not Cove‘red

The book stops short of covering a number of important related theoretical
and practical issues.

First, throughout the book we use only continuous-time methods. In most
chapters, we study non- and semiparametric methods which are most rele-
vant for small and medium-sized data sets with detailed information. For
larger data sets, it will often be preferable to use the “parametric” log-linear
intensity models deriving from assumptions of piecewise constant intensities,
see Chapter VI and Section VIL6. The data also may be available only in
grouped time, in which case generalized linear models based on the binomial
distribution may be useful; these are not discussed here. Such methods
will often be relevant in epidemiological, demographic, and actuarial applica-
tions. Second, our discussion has been influenced by our background in
biostatistics; further applications in reliability and industrial life testing
are also relevant at the theoretical level, as Arjas (1989) showed in
his survey. Finally, although we have developed (and/or extended) many
computer algorithms in connection with the practical examples, we have
not carried any of these through to a state where we should like others to run
the risk of using them. The graphs were made in S (Becker et al,
1988).

We should finally mention that as we finalized this book, the excellent
textbook by Fleming and Harrington (1991) appeared. These authors pro-
vided a comprehensive introduction to the basic mathematical theory needed
for the counting process approach and surveyed the by now classical statisti-
cal theory for censored survival data, using very well-documented examples
from their own experience as illustration. It is likely that many readers will
appreciate having access to Fleming and Harrington’s book before and dur-
ing the study of the present monograph.
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I.2. Brief Survey of the Development of the Subject

In this section, we outline some general tendencies in the historical develop-
ment of statistical inference for event history data, based on counting pro-
cesses. Specific details are contained in the relevant chapters and their asso-
ciated bibliographic remarks.

1.2.1. Aalen’s Ph.D. Dissertation and Its Background

The point of departure for this monograh was O.0O. Aalen’s Ph.D. disser-
tation (1975). Here, concepts from classical demographical/actuarial life
table analysis were studied using continuous-time martingale theory (Meyer,
1966), stochastic integration (Kunita and Watanabe, 1967), and counting
process theory [Brémaud, 1972; Jacod, 1973, 1975; surveyed by Brémaud and
Jacod (1977)] such as applied in control theory and electrical engineering
(Boel, Varaiya, and Wong, 1975a,b). The asymptotic results may then be
obtained from martingale central limit theory, in Aalen’s (1975, 1977) original
version based on the discrete-time results by McLeish (1974).

There were several lines in practical statistics leading up to this work. The
classical life table analysis was interpreted statistically by Kaplan and Meier
(1958) (Kaplan and Meier “almost simultaneously prepared separate manu-
scripts that were in many respects similar”; cf. the Notes about Authors on
pp. 562-563 of the JASA issue). Sverdrup (1965) and Hoem (1969a,b, 1971)
embedded well-established techniques from demography and actuarial math-
ematics into statistical inference for Markov processes. Nelson (1969) had
presented a “hazard plot for incomplete failure time data” which had also
been studied by Altshuler (1970) in the context of competing risks in animal
experiments. Aalen (1972) in his Norwegian cand.real. (master’s) thesis
independently discussed this estimator (in this monograph we call it the
Nelson-Aalen estimator). In survival analysis, nonparametric rank tests for
censored data had begun to appear (Gehan, 1965; Mantel, 1966; Efron,
1967; Breslow, 1970; Peto and Peto, 1972).

For the classical competing risks model, Aalen (1976) gave a systematic
exact and asymptotic theory for the cumulative hazard estimator, whereas
Aalen (1978a), further elaborated by Fleming (1978a,b), gave estimators for
various transition probabilities in this model. The asymptotic theory here
was primarily based on the approach by Pyke and Shorack (1968) as utilized
in the important paper by Breslow and Crowley (1974) on weak convergence
of the Nelson—Aalen and Kaplan-Meier estimators.

1.2.2. Early Publications on Statistical Inference for
Counting Processes

The journal article by Aalen (1978b) (based on his Ph.D. thesis) presented the
general counting process framework, the Nelson—Aalen estimator of the cu-



