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Editorial foreword

It is no longer necessary to explain the word 'mechatronics'. The world has become
accustomed to the blending of mechanics, electronics and computer control. That does
not mean that mechatronics has lost its 'art'.

The addition of vision sensing to assist in the solution of a variety of problems is
still very much a ' cutting edge' topic of research. Peter Corke has written a very clear
exposition which embraces both the theory and the practical problems encountered in
adding vision sensing to a robot arm.

There is great value in this book, both for advanced undergraduate reading and for
the researcher or designer in industry who wishes to add vision-based control.

We will one day come to expect vision sensing and control to be a regular feature
of mechatronic devices from machine tools to domestic appliances. It is research such
as this which will bring that day about.

John Billingsley

University of Southern Queensland,
Toowoomba, QLLD4350

August 1996
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Author's Preface

Outline

This book is about the application of high-speed machine vision for closed-loop po-
sition control, or visual servoing, of a robot manipulator. The book aims to provide
a comprehensive coverage of all aspects of the visual servoing problem: robotics, vi-
sion, control, technology and implementation issues. While much of the discussion
is quite general the experimental work described is based on the use of a high-speed
binary vision system with a monocular 'eye-in-hand' camera.

The particular focus is on accurate high-speed motion, where in this context 'high
speed' is taken to mean approaching, or exceeding, the performance limits stated by
the robot manufacturer. In order to achieve such high-performance I argue that it is
necessary to have accurate dynamical models of the system to be controlled (the robot)
and the sensor (the camera and vision system). Despite the long history of research in
the constituent topics of robotics and computer vision, the system dynamics of closed-
loop visually guided robot systems has not been well addressed in the literature to
date.

I am a confirmed experimentalist and therefore this book has a strong theme of
experimentation. Experiments are used to build and verify models of the physical
system components such as robots, cameras and vision systems. These models are
then used for controller synthesis, and the controllers are verified experimentally and
compared with results obtained by simulation.

Finally, the book has a World Wide Web home page which serves as a virtual
appendix. It contains links to the software and models discussed within the book as
well as pointers to other useful sources of information. A video tape, showing many
of the experiments, can be ordered via the home page.

Background

My interest in the area of visual servoing dates back to 1984 when I was involved in
two research projects; video-rate feature extraction', and sensor-based robot control.
At that time it became apparent that machine vision could be used for closed-loop
control of robot position, since the video-field rate of SO0Hz exceeded the position
setpoint rate of the Puma robot which is only 36 Hz. Around the same period Weiss
and Sanderson published a number of papers on this topic [224-226,273] in particular
concentrating on control strategies and the direct use of image features — but only
in simulation. I was interested in actually building a system based on the feature-
extractor and robot controller, but for a number of reasons this was not possible at that
time.

I'This work resulted in a commercial unit — the APA-512 [261], and its successor the APA-512+ [25].
Both devices are manufactured by Atlantek Microsystems Ltd. of Adelaide, Australia.
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In the period 1988-89 I was fortunate in being able to spend 11 months at the
GRASP Laboratory, University of Pennsylvania on a CSIRO Overseas Fellowship.
There I was able to demonstrate a 60Hz visual feedback system [65]. Whilst the
sample rate was high, the actual closed-loop bandwidth was quite low. Clearly there
was a need to more closely model the system dynamics so as to be able to achieve
better control performance. On return to Australia this became the subject of my PhD
research [52].

Nomenclature

The most commonly used symbols used in this book, and their units are listed below.
Note that some symbols are overloaded in which case their context must be used to
disambiguate them.

v a vector

Yy a component of a vector

A a matrix

X an estimate of x

X error in x

X4 demanded value of x

AT transpose of A

Oy, Oy pixel pitch pixels/mm
B viscous friction coefficient N.m.s/rad
C camera calibration matrix (3 X 4)

C(g,q)  manipulator centripetal and Coriolis term kg.m?/s
ceil(x) returns n, the smallest integer such that n > x

E illuminance (lux) 1x

f force N

f focal length m

F f-number

F(g) friction torque N.m
floor(x)  returns n, the largest integer such that n < x

G gear ratio

(0] luminous flux (lumens) Im

0] magnetic flux (Webers) Wb

G gear ratio matrix

G(q) manipulator gravity loading term N.m
i current A

I, n X n identity matrix

: V-1

J scalar inertia kg.m?
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X Y2
Xo, Yo
‘x,'y
iX,iY

X

inertia tensor, 3 X 3 matrix

Jacobian transforming velocities in frame A to frame B
constant

amplifier gain (transconductance)

motor torque constant

forward kinematics

inverse kinematics

inductance

luminance (nit)

mass of link ¢

manipulator inertia matrix

order of polynomial

generalized joint coordinates

generalized joint torque/force

resistance

angle

vector of angles, generally robot joint angles

Laplace transform operator

COM of link i with respect to the link i coordinate frame
first moment of link i. §; = m;s;

standard deviation

time

sample interval

lens transmission constant

camera exposure interval

homogeneous transformation

homogeneous transform of point B with respect to the
frame A. If A is not given then assumed relative to world
coordinate frame 0. Note that ATp = (BT,) =

torque

Coulomb friction torque

voltage

frequency

3-D pose, x = [xy z ry ry ;)7 comprising translation
along, and rotation about the X, Y and Z axes.
Cartesian coordinates

coordinates of the principal point

camera image plane coordinates

camera image plane coordinates

camera image plane coordinates ‘X = (‘X,Y)

image plane error

xi

kg.m

AV
N.m/A

nt
kg
kg.m

rad
rad

kg.m

N.m
N.m

rad/s

pixels

pixels
pixels



z z-transform operator
z{} Z-transform
The following conventions have also been adopted:
e Time domain variables are in lower case, frequency domain in upper case.

e Transfer functions will frequently be written using the notation

K(a)[¢, @ = K (§+ 1) [wi%s%r i—f” 1]

A free integrator is an exception, and (0) is used to represent s.

e When specifying motor motion, inertia and friction parameters it is important
that a consistent reference is used, usually either the motor or the load, denoted
by the subscripts m or [ respectively.

For numeric quantities the units radm and radl are used to indicate the reference
frame.

e In order to clearly distinguish results that were experimentally determined from
simulated or derived results, the former will always be designated as ' measured'
in the caption and index entry.

e A comprehensive glossary of terms and abbreviations is provided in Appendix
A.
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