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PREFACE

OR HOW TO USE THIS BOOK EFFECTIVELY

This 4th edition is a major revision of the internationally used textbook on
expert systems and programming in the CLIPS expert system tool. Expert
systems have experienced tremendous growth and popularity since their
commercial introduction in the 1980s. Today, expert systems are widely used in
business, science, engineering, agriculture, manufacturing, medicine, video
games, and virtually every other field. In fact, it's difficult to think of a field in
which expert systems are not used today. :

This book is meant to educate students about expert systems theory and pro-
gramming. The material is written at the upper-division/graduate level suitable
for majors in computer science, management information systems, software en-
gineering, and other fields who are interested in expert systems. New terminol-
ogy is shown in boldface and immediately explained and indexed. Numerous
examples and references help clarify the meaning of the text and provide guid-
ance for supplementary reading. In this new 4th edition, links to many new free
and trial versions of software tools that can serve as the basis of additional exer-
cise and learning materials are also in Appendix G.

The discussion of new material is generally treated in the historical context
so that students can appreciate why the material was developed, not just how to
use it. It is this focus on why new techniques have to be invented to solve prob-
lems that is at the heart of education, rather than training courses which focus
simply on how to use an application.

Expert Systems: Principles and Programming is divided into two parts: the-
ory in Chapters 1-6, and programming in the CLIPS expert systems tool in
Chapters 7-12. The first part comprises the theory behind expert systems and
how expert systems fit into the scope of computer science.

While a previous course in Artificial Intelligence (Al) is helpful, this book
provides a self-contained introduction to Al topics in Chapter 1 that are appro-
priate for expert systems. Naturally a single chapter cannot cover what is con-
tained in entire books on Al. However it is adequate for a broad survey of Al and
the role expert systems was developed for. The first part of the book covers the
logic, probability, data structures, Al conceépts, and other topics that form the
theory of expert systems.

We have tried to explain the theory behind expert systems so that a student
may make an informed decision regarding the appropriate use of expert system
technology. The important point we emphasize is that like any other tool, expert
systems have advantages and disadvantages. The theory also explains how ex-
pert systems relate to other programming methods such as conventional pro-
gramming. Another reason for discussing theory is that the student can read cur-
rent research papers in expert systems, but, because expert systems draw from
so many diverse fields, it is difficult for a beginner to just start reading papers
with comprehension.
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The second part of this book is an introduction to the CLIPS expert system tool.
This part is a practical introduction to expert system programming that serves to
reinforce and clarify the theoretical concepts developed in the first part. As with
the theory part of the book, the programming part can be understood by students
with some programming experience in a high-level language. Students learn the
practical problems associated with expert system development using CLIPS, a
modern, powerful expert system tool.

A new feature discussed in this 4th edition is COOL, the CLIPS Object-
Oriented Language. COOL allows expert systems to be developed entirely us-
ing objects, or with both rules and objects in a hybrid approach. The advantage
of an object-oriented approach is that sets of knowledge can be conveniently
grouped in larger collections than individual rules. All the normal properties of
objects—such as multiple inheritance—make it easy to extend objects with more
specialized knowledge rather than “reinventing the wheel” and coding from
scratch each time as in the case of a pure rule system. The 4th edition also dis-
cusses the procedural programming capabilities of CLIPS, including global
variables, functions, and generic functions.

The first versions of CLIPS were developed by NASA at the Johnson Space
Center where Gary Riley was the lead programmer in developing its rule-based
components. Joseph C. Giarratano served as consultant and wrote the official
NASA CLIPS User Guides. Today, CLIPS is used for real-world projects in
government, business, and industry, and virtually everywhere. A search using
any Internet search engine will turn up hundreds or thousands of references to
expert systems written in CLIPS, and courses at many universities around the
world that use CLIPS.

Because the CLIPS source code is portable, it can be run on virtually any
computer or operating system that supports an ANSI C or C++ compiler. The
CD-ROM included with this book contains: CLIPS executables for Windows,
and MacOS; the CLIPS Reference Manual and CLIPS Users Guide; and the
well-documented complete C source code for CLIPS.

Some expert systems courses have a term project associated with them. A
project is an excellent way to develop skills in expert systems. Students usually
complete small expert systems of 50-150 rules in a semester project of their
choice. Thousands of projects and hundreds of courses based on this book have
been done including medical, automobile diagnosis, taxi scheduling, personnel
scheduling, computer network management, weather forecasting, stock market
prediction, consumer buying advice, and many others. A search using an Inter-
net search engine will reveal many courses and resources such as PowerPoint
slides, syllabi, and assignments developed by universities around the world.

The suggested plan for a one-semester course is as follows:

1. Cover Chapter 1 to provide a quick introduction to expert systems. In par-
ticular, assign Problems 1, 2, and 3.

2. Cover Chapters 7-10 to introduce the basic programming in CLIPS. It is
helpful for students to recode Problem 2 of Chapter 1 to contrast the ex-
pert system approach with the language they originally used in Chapter 1.
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This contrast is very useful in pointing out the differences between a rule-
based language such as CLIPS, and LISP, PROLOG, or whatever the orig-
inal language used for Problem 2. Alternatively, after Chapter 10, the in-
structor may return to the theory section. If students have a strong
background in logic and PROLOG, most of Chapters 2 and 3 may be
skipped. Students who have had a LISP-based introductory Al course or
none at all will benefit from Chapters 2 and 3 if a strong emphasis on
logic and the fundamental theory of expert systems is desired. If students
have a strong background in probability and statistics, the material in
Chapter 4 up to Section 4.11 can be skipped.

3. Chapters 4 and 5 discuss the topic of dealing with uncertainty. This is very
important since human beings deal with uncertainty all the time and with-
out it, expert systems would be no more than simple decision trees. Un-
certainty topics include probabilistic and Bayesian inference, certainty
factors, Dempster-Shafer theory, and fuzzy theory. Students will gain an
understanding of these methods in sufficient detail so that they can read
current papers in the field and start doing research, if desired.

4. Chapter 6 discusses knowledge acquisition and the software engineering
of expert systems; it is meant for those students planning to work on large
expert systems. It is not necessary to discuss this chapter before assigning
term projects. In fact, it would be best to cover this chapter last so that the
student can appreciate all the factors that go into building a quality expert
system,

SUPPLEMENTAL RESOURCES

A manual with solutions to the odd-numbered problems and selected even-
numbered programs, as well as a complete PowerPoint presentation, are
available for download from the publisher’s website, http://www.course.com. In
addition, many Web links to software and other resources have been added
throughout the text. These resources have been chosen so that students can gain
a better hands-on understanding of the topics, such as logic and probability, by
using software to experiment with non-trivial problems instead of doing prob-
lems only be hand. A large number of resources on Al, logic, probability,
Bayesian inference, fuzzy logic, and other topics have also been included so that
students will have a broader knowledge of the Al and expert systems commu-
nity worldwide.

CONTRIBUTORS TO CLIPS

We would like to thank all of the people who contributed to the success of
CLIPS. As with any large project, CLIPS is the result of the efforts of numerous
people. The primary contributors have been: Robert Savely, Chief Scientist of
Advanced Software Technology at JSC, who conceived the project and provided
overall direction and support; Chris Culbert, Branch Chief of the Software
Technology Branch, who managed the project and wrote the original CLIPS
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Reference Manual; Gary Riley, who designed and developed the rule-based
portion of CLIPS, co-authored the CLIPS Reference Manual and CLIPS
Architecture Manual, developed the Macintosh interface for CLIPS, and
maintains CLIPS as well as the official CLIPS website at http://www.ghg.net/
clips/CLIPS.html; Brian Donnell, who developed the CLIPS Object Oriented
Language (COOL), co-authored the CLIPS Reference Manual and CLIPS
Architecture Manual; Bebe Ly, who developed the X Window interface for
CLIPS; Chris Ortiz, who developed the Windows 3.1 interface for CLIPS; Dr.
Joseph Giarratano of the University of Houston Clear Lake, who wrote the
official NASA CLIPS User Guide for each release of CLIPS by NASA; and
especially Frank Lopez, who wrote the original prototype version of CLIPS.
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plete source code for CLIPS available free, the open source community has
greatly expanded the power and popularity of CLIPS to a degree we did not
dream of back in 1985 when we were just developing CLIPS. At that time ex-
pert systems was still a new and untested technology and no one knew if it
would stand the test of time. Over the last 20 years CLIPS has grown from a
modest beginning at NASA to being used by thousands of people in a world-
wide community proving the benefits of CLIPS in virtually every area. We par-
ticularly want to thank all these developers who have expanded the power and
capabilities of CLIPS, turning what was once a small and risky project meant
only as a simple trial of Al technology at NASA into to a worldwide phenome-
non,

One person who has contributed to the spread of expert systems in a signifi-
cant way is Ernest Friedman-Hill who independently wrote a version of CLIPS
in Java called JESS with new features. He has also written a book on JESS, Jess
in Action: Rule-Based Systems in Java, with a number of interesting projects.

JESS: (http://herzberg.ca.sandja.gov/jess/) that complement CLIPS, and

KAPICLIPS 1.0: (http://www.cs.umbc.edu/kgml/software/kapiclips.shtml)
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Other descendants of CLIPS:

PerlCLIPS (http://www.discomsys.com/~mps/dnld/clips-stuff/)

Protégé is an ontology editor and a knowledge-base editor for CLIPS
(http://protege.stanford.edu/index.html)

Python-CLIPS interface (http://www.yodanet.com/portal/Products/

"~ download/clips-python.tar.gz/view)

TixClips is an Integrated Development Environment for the CLIPS expert
system using the Tix (http://tix.sourceford.net)/

TclClips (www.eolas.net/tcl/clips), SWIG (http://www.swig.org/) wrapping
(http://starship.python.net/crew/mike/TixClips/)

WebCLIPS is an implementation of CLIPS as a CGI application.

WebCLIPS: (http://www.monmouth.com/~km2580/wchome.htm)

wxCLIPS, an environment for developing knowledge base systems applica-
tions with graphical user interfaces: (http://www.anthemion.co.uk/
wxclips/wxclips2.htm)

ZClips 0.1ailows Zope to interact with CLIPS:

(http://www.zope.org/Members/raystream/zZCLIPS0.1)

CLIPS/R2 from Production Systems Technologies:
(http://www.pst.com/clips_r2.htm)

Other versions of CLIPS are available such as the FuzzyClips from the Na-
tional Research Council of Canada:
(http://ai iit.nrc.ca/IR_public/fuzzy/fuzzyClips/fuzzyCLIPSIndex.html)

Togai Infral.ogic, Inc. FuzzyClips: (http://www.ortech-engr.com/fuzzy
/fzyclips.html)

AdaCLIPS: (http://www.telepath.com/~dennison/Ted/AdaClips
/AdaClips.html) .

CLIPS and Perl with extensions: (http:/cape.sourceforge.net/)

Many other versions of CLIPS-based tools are listed at
(http://www.ghg.net/clips/Other Web.html).
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