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Preface

Thermodynamic concepts of aggregate states and their phase transitions de-
veloped during the 19th Century and are now the basis of our contempo-
rary understanding of these phenomena. Thermodynamics gives an universal,
macroscopic description of the equilibrium properties of phase transitions in-
dependent of the detailed nature of the substances. However understanding
the nature of phase transitions at the microscopic level requires a different
approach, one that takes into account the specifics of the interparticle inter-
actions. In this book, we lay the groundwork that connects the microscopic
phenomena underlying phase changes with the macroscopic picture, but in
a somewhat restricted way. We deal only with systems in which electronic
excitations are not important, only with atomic systems, and only with ho-
mogeneous systems. We also restrict our analysis to systems in which only
pairwise interactions need be included, and, in many parts of the treatment,
to systems in which one need consider only the interactions between nearest
neighbor atoms. In establishing these restrictions, we can be guided by the
solid and liquid states of inert gases and the phase transitions between them,
although the subsequent analysis is relevant and applicable for a series of other
physical systems.

To study the behavior of a system of many interacting identical parti-
cles, we work extensively with its potential energy surface (PES), a surface
in a many-dimensional space whose independent variables are the monomer
coordinates or some transformation thereof. A central property of any mul-
tidimensional PES is its large number of local minima. We can think of the
evolution of a system described by this surface as the trajectory taken by the
system as it passes from the neighborhood of one local minimum to another.
At moderate and low temperatures, the system remains in each of these neigh-
borhoods for a time long compared with the period of atomic oscillations. This
allows us to distinguish two forms of the system’s excitation: thermal or vibra-
tional excitation corresponds to the energy of oscillations of individual atoms;
configurational excitation is that associated with location and change of lo-
cation among the neighborhoods of the local minima of the PES. From this
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perspective, a phase transition corresponds to a change of the configurational
excitations of the system.

The approach treats both bulk systems and small systems, and their dif-
ferences and similarities. One can gain insights into the properties of bulk
phase transitions by seeing how they evolve from the equilibria of phase-like
forms of systems of only tens of atoms, for example. Some of the information
comes from analysis of simple model systems; some comes from simulations,
by molecular dynamics for example; some, especially for bulk systems, comes
from experimental data.

One particularly illustrative phenomenon is the apparent paradox that,
while bulk systems show sharp phase transitions and satisfy the Gibbs phase
rule, with two phases in equilibrium at only one pressure if the temperature
is fixed, atomic clusters can coexist in two or more phases over a range of
temperatures and pressures. The analysis presented here shows how the be-
havior of bulk systems evolves from the behavior of very small systems, as the
number of particles comprising the system grows larger. In the course of the
analysis, one encounters surprises that resolve themselves when one comes to
understand some of the tacit assumptions underlying traditional development
of thermodynamics and kinetics for bulk systems. We learn, by examining
microscopic behavior as well as traditional properties such as caloric curves,
how the fundamentals of thermodynamics remain valid even when some of
those tacit assumptions are not.

Much of the development is based on the model of a simple dense material
consisting of particles and voids. We introduce the void as an elementary
configurational excitation. In a lattice, a void is very much like a vacancy, but
here, “void” implies that the neighbors of the vacancy can relax to a stable
form. In an amorphous material, the void need not have a specified shape
and may even change its size. The void concept, together with the distinction
between configurational and vibrational degrees of freedom, opens the way
to analytic and combinatorial approaches to elucidating the phase behavior
of small and large systems alike. The liquid and solid, for example, differ in
the density of their voids. In small systems, they can coexist over a range of
conditions because the solid is stabilized by its low energy with few voids, and
the liquid is stabilized by its high entropy with many voids.

This book, devoted as it is to various aspects of the nature of the phase
transitions in simple systems, addresses some aspects of the kinetics of phase
changes as well as their thermodynamics and equilibrium properties. We hope
that this approach will enable colleagues to go further, to extend these ideas to
more complex systems, and to apply them in the expanding field of nanoscale
materials.

Chicago, R. Stephen Berry
Moscow, Boris M. Smirnov
August 2007
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Introduction

To consider phase states and phase transitions, we must look first to ther-
modynamic concepts. According to classical thermodynamics, the phase or
aggregate state of an ensemble of interacting atoms or molecules is a uniform
spatial distribution of atoms or molecules that is restricted by boundaries.
A transition between two phases of a macroscopic system has a stepwise char-
acter and results from variation of thermodynamic parameters, typically (but
not necessarily) the temperature. Most commonly, the variable controlling the
phase and phase change is an intensive variable. A thermodynamic descrip-
tion of phase transitions has advantages and disadvantages. The advantage
of this description is its universal character; it is suitable for many kinds of
systems with different interactions between atoms or molecules. But for this
reason, a thermodynamic description of aggregate states and phase transitions
is formal and does not allow one to exhibit the nature of phenomena under
consideration at a microscopic level.

Computer simulation of clusters and bulk ensembles of interacting atoms
opens the possibility for us to understand the nature of the phase transitions
at that molecular level. But the microscopic character of this phenomenon de-
pends on the form of interatomic interaction. In analyzing this phenomenon
from the microscopic standpoint, we will consider ensembles of atoms inter-
acting via a pairwise force; this corresponds to the simplest model and, apart
from ionic materials such as alkali halide, represents the predominant interac-
tion. This allows us to understand at a level deeper than the phenomenological
that thermodynamics gives us, the nature of an aggregate state of an ensem-
ble of interacting atoms. This approach provides a microscopic description
to connect the true phase transition between equilibrium states with related
phenomena, in particular, with the glass transition.

A real example of a system with pairwise interaction between atoms is
a condensed inert gas. Indeed, because the atoms of inert gases have completed
electron shells, the exchange interaction between such atoms and hence the
short-range interatomic forces are repulsive in this case. Hence at equilibrium
interatomic distances in condensed inert gases, the interaction potential of
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two atoms is small in comparison with typical electronic energies. As a result,
interactions between two atoms do not influence the interactions of these
atoms with other atoms in condensed inert gases. In other words, two-body
interactions dominate the behavior of such systems; we can neglect three-
body and higher interactions and retain a reasonably accurate picture of the
behavior of such systems.

Next, because the exchange interaction between two atoms is dominated
by electron coordinates near the axis connecting the atoms, the pairwise char-
acter of interaction is conserved at high pressures, and is primarily a repulsive
interaction. Therefore inert gases are objects that satisfy models based on
a pairwise interaction. Consequently, in the following discussion, we make use
of the properties of condensed inert gases in detail. We restrict our discussion
only to the “heavy” inert gases Ne, Ar, Kr and Xe, whose atoms may be con-
sidered as classical particles under the conditions of phase changes. Ignoring
quantum effects simplifies the analysis of an ensemble of identical particles
yet retains the essential characteristics of such systems. The study of a bulk
ensemble of classical atoms together with known properties of inert gases gives
rich insights about these atomic systems and their phase transitions. More-
over we bring the properties of bulk systems into a common context with their
very small counterparts, the nanoscale particles and clusters composed of the
same inert gas atoms.

To study the phase changes of an ensemble of classical particles, one can
separate excitations of such systems into two groups. The first group relates
to thermal motion of particles, specifically their oscillations in the total sys-
tem; the second group consists of configurational excitations, which include
diffusion and translational motions because the high density of the systems re-
quire configurational excitation for translational motion to be possible. Phase
transitions are closely related to configurational excitation of a particle ensem-
ble, and therefore configurational excitation is the principal object of study
of this book. At zero temperature the first, vibrational excitations disappear;
hence it is convenient to study the configurational excitation of an ensemble
of classical particles at zero (vibrational) temperature, to be free from ther-
mal motion of particles. An effective way to characterize the behavior of such
a system is to cast that behavior in terms of motions on its potential energy
surface (PES) in a many-dimensional space of particle coordinates. The im-
portant property of the PES, that is the basis of understanding of the nature
of configurational excitation, is that the PES has many local minima which
are separated by barriers. Just this fact allows us to separate the thermal and
configurational degrees of freedom. Indeed, assuming a typical barrier height
is large compared to thermal energy, we find that an ensemble has many os-
cillations near a given local minimum of the PES before the transition to the
neighboring minimum. The first kind of excitations are motions within the
region of a single local minimum on the many-dimensional surface; the second
kind correspond to motions from one local minimum to another.
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Classical thermodynamics, being intrinsically phenomenological, does not
allow us to understand phases and phase transitions at the microscopic level.
Fortunately, it is possible to study a simple ensemble of classical particles with
pairwise interaction to reach a level of understanding at that level. Indeed,
we define a phase as a group states of configurational excitations with similar
excitation energies if these excitations are realized with roughly similar prob-
abilities. For the dense particle ensembles under consideration, in the present
context we have only two phase states, the solid or ordered state and the
liquid or disordered state. Of course, one can go to a more detailed descrip-
tion to recognize different solid structures as different phases, and, for small
systems at least, distinguish liquid character or liquid-like phases in terms
of the behavior of different shells. We shall study these problems in detail
later.

By analyzing some phenomena exhibited by an ensemble of classical atoms
from the standpoint of the local minima of the PES, we obtain a depend
understanding of these phenomena. In reality, one can simplify the concept
of the PES by introducing voids as elementary configurational excitations. If
we assume individual voids to be identical, the void concept simplifies the
understanding and description of the properties of the phase states.

It is convenient to start the void concept from formation of vacancies in
a crystal structure of classical particles. Suppose the system contains n par-
ticles and v voids. Indeed, assume the number of classical particles of an
ensemble 1+ v is so large that surface particles of this particles give a negligi-
ble contribution to its parameters. In the ground configurational state these
particle form a close-packed crystal structure, face-centered cubic or hexag-
onal, that follows from the pairwise interaction between the particles. Each
internal particle of this structure has 12 nearest neighbors. In order to pre-
pare a configurationally excited cluster consisting of n particles and v internal
vacancies, v internal particles are removed to the outside. If newly-formed
vacancies do not border one another (i.e. a number of vacancies v < n/12),
this system is stable and its state corresponds to a local minimum of the PES.
At large excitation (v > n/12) such a state is unstable; the system formed
by removing atoms and creating site vacancies relaxes by shrinking under its
own attractive van der Waals forces. As a result, vacancies are converted into
voids. These are free spaces between particles that vary their shape and size
in time. We consider and use average parameters of voids. Of course, during
relaxation, vacancies can join into bubbles — large empty constituents inside
a system of particles. However usually (and in any case, for condensed inert
gases) vacancies convert into voids and not into large bubbles. Moreover, the
number voids is equal approximately to the number of initial vacancies. This
method of generation of voids inside a particle ensemble is convenient for the
void analysis.

Describing the phase state of a system of identical classical particles within
the framework of the void concept simplifies our understanding of various phe-
nomena connected with configurational excitation and phase transitions. In
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particular, displacement of elementary configurational excitations in terms of
voids describes some key properties and phenomena in these systems. A void
can transfer to a neighboring site; this is precisely the transition between two
neighboring local minima of the PES. Because neighboring local minima of
the PES are separated by barriers, this transition has an activation character,
so it proceeds only slowly at low temperature. A sum of transitions between
local minima of PES, each considered as the motion of independent voids, de-
termine diffusion of voids inside the particle ensemble. Naturally the diffusion
coefficient of voids decreases sharply with decreasing temperature. Hence at
low temperatures, one can prepare an unstable configurational state of this
system with voids frozen inside it. The transition into a stable configuration
state consists of diffusion of voids to the boundaries, and since this time is
long, these states are characterized by long lifetimes at low temperatures.
These states are total analogous with glassy states, so we have a possibility
to analyze the glassy states for simple systems.

Because the phase states of a system of classical particles differ by the
presence or absence the voids inside the system, a phase transition is char-
acterized by displacement of those voids. Hence, growth of nuclei of a new
phase inside the system, the nucleation process, can be considered as a result
of diffusion of voids in a space separated into two regions by the phase bound-
ary. Considering the growth of nuclei of a new phase as a result of diffusion
of voids allows us to analyze some aspects of this phenomenon in a simple
manner.

Thus, this book is devoted the analysis of ensembles of classical particles
with pairwise interaction between particles and configurational excitations of
these ensembles which include the phase transitions and adjacent phenom-
ena. Because we consider simple systems, ensembles of classical particles with
pairwise interaction and not at low particle densities, this allows us to de-
scribe these phenomena in a simple manner that conserves the strictness of
the analysis.
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