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To the endearing memory of
my sister NILIMA

na jayate mriyate va kadacan
na 'yam bhiitva bhavita na bhuyah
ajo nityah sasvato’ yam purano

na hanyate hanyamane sarire

The soul is never bom nor dies; nor does it exist on comin g into being.
For it is unbom, etemnal, everlasting and primeval;
even though the body is slain, the soul is not.

Bhagavadgita, I1, 20



Preface

Statistical methodology has been recognised as an important tool for
analysis and interpretation of data in natural, biological, agricultural and en-
gineering sciences as well as in social sciences. The subject has great relevance
in several disciplines like economics, commerce, psychology, geography, geol-
ogy, forestry, agriculture, veterinary, biochemistry, pharmacology etc. in addi-
tion to mathematics, statistics, engineering, and business management. Thus
there is a very large number of students of several disciplines who need to pursue
a course of statistics and statistical methodology at the introductory and inter-
mediate or higher level. The book has been prepared keeping in view the diverse
audience with varying orientation.

It is true that there are a number of books at this level. Considering the large,
varied and growing audience, it is felt that there is scope for more text books.
Texts by different authors have appeal for different sections of this large
readership.

The book is divided into 3 parts. Part I deals with Descriptive Statistics, and
Part IT with Probability and Mathematical Statistics. Part ITI covers some special
topics in Applied Statistics; discussion of some matters of general interest, not
usually included in other books at this level, is an added feature of Part I11.
Mathematics used have been mostly of high school level except in certain places
where methods of calculus have been used.

The book, it is expected, would be suitable for use as a text book for a one/two
semester course in Introductory Statistics (or Statistical Methods) at US and
Canadian Colleges and Universities. Part H alone could be used as a text for a
one-semester beginners’ level course in Probability and Statistics. This part
would also be useful for research workers requiring knowledge of statistical
methodology for their research work.

This book has been written with a view to present a qualitative understanding
of the subject rather than present a surfeit of formulas and of manipulative
examples/exercises only. It is hoped that this approach and objective would be
appreciated by a large section of the teachers and students. The theory has been
explained in some detail, supplemented with notes, where considered neces-
sary. Several worked examples have been provided to bring home how the
theory works and how the methodology could be applied. A large number of
exercises are given, answers to most of which (for all Chapters of Part II and
Chapter 12 of Part III) are provided. Emphasis has been on the understanding
of the basic theoretical content and methodology.



vi Preface

A number of computer programs are given. The computer programs have
been presented in some detail keeping the beginners in view. Students who may
have access to some computer would find them very interesting. Research
workers and analysts who would have to undertake statistical analysis of data
would find the programs useful.

The text has grown from the author’s long 40 years’ experience of teaching
and research, in India and abroad in Canada and USA. He has learnt a lot from
the students; this has been useful in presenting the material.

The author’s motivation was further heightened by the very complimentary
and encouraging review (in the American Mathematical Monthly, December
1982) that recommended his earlier text Stochastic Processes as the clear choice
as a text book. This prompted him further to prepare a book in statistics at the
introductory level in a similar attractive and readable manner.

T have received encouragement and assistance from a large number of friends
and colleagues in this endeavour. The work was undertaken at the request of a
friend, Mr. A. Machwe of Wiley Eastern Ltd., My one-time students and
colleagues, Profs. S. K. Dutta of Arya Vidyapith College, D. Chakravarty of
Handique Girls’ College and D. Nath of Gauhati University have rendered
enormous help, by going through the manuscript as well as by assisting in the
preparation of the solutions of the exercises. S. K. Dutta also read the proofs
along with me with meticulous care and offered valuable suggestions which led
toimprovement of the text at several places. The Computer programs have been
prepated with the expertise of and help rendered by S. K. Sinha, of Department
of Computer Science, Gauhati University. L. Choudhury, Dept of Statistics,
Gaubhati University and P.C. Jha, Dept of O.R., Delhi University have also been
of help.

The Times of India have kindly accorded permission to reproduce some
figures appearing in thg esteemed daily. The Biometrika Trust, London have
been kind enough to permit reproduction of the statistical tables. I am indeed
thankful to them all.

My elder son Deepankar Medhi, of Computer Telecommunications Program,
University of Missouri-Kansas and my elder daughter Shakuntala Choudhury of
AT&T Technology Systems, Bedminster, NJ have rendered immense help.

Lastly, it is my wife Prity, who bore the tedium of a ‘Professor’s wife’ with
great patience and understanding and whose constant support and encourage-
ment made the writing possible.

I'hope teachers and students of different disciplines would consider the book
and give it a trial. Suggestions and comments received toward improvement of
the book in later editions will be highly appreciated.

June 1992

U.N. Bezbarua Road, JYOTIPRASAD MEDHI
Silpukhuri West,

Guwahati-781 003,

Assam, INDIA

Telephone : 91(361)32856
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PARTI
Descriptive Statistics

“Measure, measure, measure,
measure again and again;

measure the diffcrence,

and the difference of the difference.”

Dictum of Galileo Galilei
(1564-1642)






Chapter 1

Introduction

1.1. THE MEANING OF STATISTICS

“The age of chivalry is gone: that of sophisters, economists, and calculators has
succeeded”, thus said Burke.! Calculations and quantifications have pervaded
all spheres. This is the age of facts, figures and statistics. Onc is faced with
statistics everywhere: in newspapers and other media, home and in connection
with one’s at work in office. A citizen has to understand the implication and
significance of statistics he comes across. “Statistical thinking will be one day as
necessary for efficient citizenship as the ability to read and write” observed
Wells”. That day seems to have arrived. For effective participation in a
democracy and for performing one’s task cfficiently, one has to understand the
underlying meaning of the statistical data that he frequently encountered.

Apart from this, statistics and statistical methodology have increasingly been
used in all disciplines of social sciences, pure and applicd scicnces, as well as in
several areas of humanitics. It covers all ficlds of study wherein quantitative data
appear and need analysis.

The termstatistics is used in two senses. As a plural noun it is used for dmoling,
and referring to numerical and quantitive information e.g.. lahour statistics, vilal
statistics, and so on. As a singular noun, the term statistics is used o den ote the
science of collecting, analysing and intcrpreting numerical data relating to an
aggregate of individuals. We thus have the following definitions of statistics:
Encyclopaedia Britanica (1969): As is commonly understood now a davs, statis-
tics is a mathematical discipline concerned with the study of masscs of quan-
titative data of any kind.

Encyclopaedia Americana (1968): As a name of a field of study, statistics refers
to the science and art of obtaining and analyzing quantitative data with a view
to make sound inferences in the face of uncertainty.

Intemational Encyclopaedia of Social Sciences (1968): Statistics dcals with the
inferential process, in particular, with the planning and analysis of cxperiments
and surveys, with the nature of observational errors and sourccs of variability
that obscure underlying patterns with the cfficient summarizing of scts of data.

It is to be noted that statistics primarily deals with phcnomena in which the
occurrences of the event under study cannot be predicted with certainty.

1 Edmund Burke (1729-1797) was a great British writer and orator. who is well known for his
attack on Pitt and Governor General Warren HHastings for their policics and actions in India.

2 Herbert George Wells (1866-1946) was a cclcbrated British thinker and writer. author of
novels and science fiction.
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Numerical data obtained in the face of uncertainty constitute statistical data.
Suppose we study the heights of students aged 10 years in a large city. We cannot
predict with certainty the height of an individual student: the data of heights of
students constitute statistical data. Further we note that there will be variation
in heights of students, though they are of the same age. Uncertainty and variability
are two characteristics of statistical data. Not all quantitive data arc statistics.
Suppose we prepare a multiplication table by writing the product of 5 and 8 with
the integers 1, 2, 3,... in a tabular form. The quantitive data so obtained arc not
statistical as there is no uncertainty involved in obtaining such data. Further,
individual measurements are, not statistical. Statistics is concerncd with masses
of numerical data. We may summarise as follows:

Statistics is a collection of concepts and methods used for collection, analvsis and
interpretation of masses of numerical data relating to a certain area of investigation as
well as for drawing valid conclusions in situations in the face of uncertainty and
variability. Statistics in this scnse denotes statistical methodology.

1.2. HISTORY OF STATISTICS

Historically speaking, collection of data began as early as recorded history.
Itis stated that even the ancient Babylonians collected data on population. Such
data were considered important to the statc. The word statistics was dcrived
from the latin word ‘status’ meaning state. Statistics was thought of as mass of
data relating to state. The word census is of Roman origin and dates back to
the first or second century A.D.: the magistrates in Rome were required to
prepare registers of the population by which the state could determine the
liability of adult malcs for military service as well as for imposition of taxes.
Apart from census of population and wealth, census of land was also taken. As
reported by the Greek historian Herodotus, a census of all lands in Egypt was
taken as early as in 1400 B.C. There are rcports of collection of data on
population, wealth and land also in other countries, such as Greece and China.
In Kautilya’s Artha Shastra, there is reference to collection of such data in
ancient India. Gradually the sphere of data collection and census spread in
several other directions; and now it encompasscs a varicty of areas. The word
statistics is thus used today in a much broader context.

“Observations on the London bill of mortality” of 1662 marked the start of
tabulation and publication of data. Along with progress in collection of data,
progress was being achieved in the development of a framework for analysis of
data through mathcmatics. These two aspects developed indcpendently as two
parallel streams. The theory of probability was emerging as a potentially rich
field of mathematical investigations. The organisations and workers dcdicated
to collection and tabulation of data created an increasing need for scientific
analysis of data. One of the pioneers who recognised the need for analysis of
colected data and the capability provided by mathematical framework in such
analysis was a Belgian astronomer Quetelet’, by name. He studied mathematics
and probability under the renowned French mathematicians Fourier® and

3 Adolphe Quetelet (1796-1874), was a Belgian mathematician, astronomer and statistician.
4 Joseph Fourier (1768-1830) was a French mathematician.
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Laplaces and his work comprised of collection and tabulation of data in the
Royal Belgium Observatory. He visualised the possibility of fusing the two
streams, the collection of data and the analysis of data through mathematical
concepts, into a general body of techniques, now known as statistical methodol-
ogy or statistics, for short. Incidentally Quetelet was the first to formulate the
concept of the ‘average man’ (I ‘homme movyen’).

1.3. THE ROLE, SCOPE AND LIMITATIONS OF STATISTICS

The three main components of statistics are the collection of data, analysis of
data and interpretation of facts therefrom; statistical methodology is our guide
in all these spheres. At the stage of collection of data, statistics indicates what
statistical methodology is to be used for the collection of data, so that logical
conclusions can be drawn therefrom later. The branch is known as sampling or
experimental design. After this first stage, statistics is concerned with
methodologies to be adopted for summarizing the data and to obtain its salient
features from the vast mass of original data. This branch of statistics is termed
as descriptive statistics. The final stage is the onc in which inferences are drawn
and logical conclusions arrived at. The branch of statistics containing the
relevant statistical methodology for this is termed statistical inference.

The scope of statistics is indeed very vast. Apart from helping elicit an intelligent
assessment from a body of figures and facts, statistics is an indispensiblc tool for
any scientific enquiry — right from the stage of planning the enquiry to the stage of
conclusion. It applies to almost all sciences: pure and applicd, physical, natural,
biological, medical, agricultural and engineering. It also finds applications in social
and management sciences, in commerce, busincss and industry.

Of the social sciences, economics leans most heavily on statistical methods
for analysis of data relating to micro as well as to macro cconomics, from
demand analysis to National Income analysis. The impact of mathematics and
statistics has led to thc development of new disciplines like Econometrics and
Economic Statistics. There is wide scope of statistics in handling and analysing
data relating to socio-economic, demographic and political processcs.

Statistics is now considered an indispensible tool in analysis of activitics
relating to business, commerce and industry. For example, statistical methods
are useful in determining trends of growth in business, in making proper
production plans after consumer and market surveys and in the process of
production itself, while statistical concepts and methods of quality control and
reliability prove invaluable in industrial engineering,

Statistics figures prominently in agricultural and biological scicnces, in dcter-
mining the precise role of various factors in the growth and development of the
organism or plant under study. In medical sciences, the effect of drugs on
individuals is one area where statistical methods are widely used. Applications
of statistical methods to education and psychology have led to development of
a new discipline ‘Psychometry’. In fact in almost all investigations wherefrom
quantitive data is obtained, whatever the subject, statistical analysis is
applicable.

5 Pierre-Simon Laplace (1749-1827) was «. French mathematician. astronomer and physicist.



