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Preface

There are probably many reasons for studying algorithms. The primary one is to enable
readers to use computers efficiently. A novice programmer, without good knowledge of
algorithms, may prove to be a disaster to his boss and the organization where he works.
Consider someone who is going to find a minimal spanning tree. If he does so by
examining all possible spanning trees, no computer which exists now, or will exist in the
futare, is good enough for him. Yet, if he knows Prim’s algorithm, an IBM personal
computer is sufficient. In another example where someone wants to solve speech
recognition, it would be very difficult for him to get started. Yet, if he knows the longest
common subsequence problem can be solved by the dynamic programming approach, he
will find the problems to be surprisingly easy. Algorithm study is not only important to
computer scientists. Communication engineers also use dynamic programming or A*
algorithms in coding. The largest group of non-computer scientists who benefit very
much from studying algorithms are those who work on molecular biology. When one
wants to compare two DNA sequences, two protein, or RNA, 3-dimensional structures,
one needs to know sophisticated algorithms.

Besides, studying algorithms is great fun. Having studied algorithms for so long, the
authors are still quite excited whenever they see a new and well-designed algorithm or
some new and brilliant idea about the design and analysis of algorithms. They feel that they
have a moral responsibility to let others share their fun and excitement. Many seemingly
difficult problems can actually be solved by polynomial algorithms while some seemingly
trivial problems are proved to be NP-complete. The minimal spanning tree problem
appears to be quite difficult to many novice readers, yet it has polynomial algorithms. If we
twist the problem a little bit so that it becomes the traveling salesperson problem, it
suddenly becomes an NP-hard problem. Another case is the 3-satisfiability problem. It is
an NP-complete problem. By lowering the dimensionality, the 2-satisfiability problem
becomes a P problem. It is always fascinating to find out these facts.

In this book, we adopt a rather different approach to introduce algorithms. We
actually are not introducing algorithms; instead, we are introducing the strategies which
can be used to design algorithms. The reason is simple: It is obviously more important
to know the basic principles, namely the strategies, used in designing algorithms, than
algorithms themselves. Although not every algorithm is based on one of the strategies
which we introduce in this book, most of them are.
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Prune-and-search, amortized analysis, on-line algorithms, and polynomial-
time approximation schemes are all relatively new ideas. Yet they are quite
important ideas. Numerous newly developed algorithms are based on amortized
‘analysis, as you will see at the end of the chapter on this topic.

We start by introducing strategies used to design polynomial algorithms. When
we have to cope with problems which appear to be difficult ones and do not have
polynomial algorithms at present, we will introduce the concept of NP-
completeness. It is easy to apply the concept of NP-completeness, yet it is often
difficult to grasp the physical meaning of it. The critical idea is actually why every
NP problem instance is related to a set of Boolean formulas and the answer of this
problem instance is “yes” if and only if the formulas are satisfiable. Once the
reader understands this, he can easily appreciate the importance of NP-
completeness. We are confident that the examples presented to explain this idea
will help most students to easily understand NP-completeness.

This book is intended to be used as a textbook for senior undergraduate
students and junior graduate students. It is our experience that we cannot cover
all the materials if this is used in one semester (roughly 50 hours). Therefore, we
recommend that all chapters be touched evenly, but not completely if only one
semester is available. Do not ignore any chapter! The chapter on NP-
completeness is very important and should be made clear to the students. The
most difficult chapter is Chapter 10 (Amortized Analysis) where the mathematics
is very much involved. The instructor should pay close attention to the basic
ideas of amortized analysis, instead of being bogged down in the proofs. In other
words, the students should be able to understand why a certain data structure,
coupled with a good algorithm, can perform very well in the amortized sense.
Another rather difficult chapter may be Chapter 12 (On-Line Algorithms).

Most algorithms are by no means easy to understand. We have made a
tremendous effort to present the algorithms clearly. Every algorithm that is
introduced is accompanied by examples. Every example is presented with
figures. We have provided more than 400 figures in our book which will be very
helpful to novice readers.

We have also cited many books and papers on algorithm design and analysis.
Latest results are specifically mentioned so that the readers can easily find
directions for further research. The Bibliography lists 825 books and papers,
which correspond to 1,095 authors.

We present experimental results when it is appropriate. Still, the instructor
should encourage students to test the algorithms by implementing them. At the
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end of each chapter, is a list of papers for further reading. It is important to
encourage the students to read some of them in order to advance their
understanding of algorithms. Perhaps they will appreciate how hard the authors
worked to decipher many of the difficult-to-read papers! We have also included
some programs, written in Java, for the students to practice.

It is simply impossible to name all the persons who have helped the authors
tremendously in preparing this book; there are just too many of them. However,
they all belong to one class. They are either the authors’ students or colleagues
(many students later became colleagues). In the weekly Friday evening seminars,
we always had lively discussions. These discussions pointed out new directions of
algorithm research and helped us decide which material should be included in the
book. Our graduate students have been monitoring roughly 20 academic journals
to ensure that every important paper on algorithms is stored in a database with
keywords attached to it. This database is very valuable for writing this book.
Finally, they read the manuscript of this book, offered criticisms and performed
experiments for us. We cannot imagine completing this book without the help from
our colleagues and students. We are immensely grateful to all of them.
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