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Series Foreword

Artificial intelligence is the study of intelligence using the ideas
and methods of computation. Unfortunately, a definition of intelli-
gence seems impossible at the moment because intelligence appears
to be an amalgam of so many information-processing and informa-
tion-representation abilities.

Of course psychology, philosophy, linguistics, and related disci-
plines offer various perspectives and methodologies for studying in-
telligence. For the most part, however, the theories proposed in these
fields are too imcomplete and too vaguely stated to be realized in
computational terms. Something more is needed, even though valu-
able ideas, relationships, and constraints can be gleaned from tradi-
tional studies of what are, after all, impressive existence proofs that
intelligence is in fact possible.

Artificial intelligence offers a new perspective and a new methodol-
ogy. Its central goal is to make computers intelligent, both to make
them more useful and to understand the principles that make intelli-
gence possible. That intelligent computers will be extremely useful is
obvious. The more profound point is that artificial intelligence aims
to understand intelligence using the ideas and methods of computa-
tion, thus offering a radically new and different basis for theory for-
mation. Most of the people doing artificial intelligence believe that
these theories will apply to any intelligent information processor,
whether biological or solid state.

There are side effects that deserve attention, too. Any program
that will successfully model even a small part of intelligence will be
inherently massive and complex. Consequently, artificial intelligence
continually confronts the limits of computer science technology. The
problems encountered have been hard enough and interesting enough
to seduce artificial intelligence people into working on them with en-
thusiasm. It is natural, then, that there has been a steady flow of
ideas from artificial intelligence to computer science, and the flow
shows no sign of abating.

The purpose of this MIT Press Series in Artificial Intelligence is to
provide people in many areas, both professionals and students, with
timely, detailed information about what is happening on the frontiers
in research centers all over the world.

Patrick Henry Winston
Michael Brady



Preface

It takes a great deal of knowledge and processing to understand
narrative text. BORIS attempts to understand just a few very
complicated stories as deeply as possible in contrast to the approach of
skimming a great number of stories. As a result, the BORIS project
has had to deal with little explored areas concerning knowledge
interactions, expectation failures, multiple perspectives, and multiple
levels of abstraction, including thematic patterns. Novel
representational problems have also been addressed. For instance,
unlike  previous story understanders, BORIS contains a
representational system of AFFECT primitives for dealing with the
affective reactions of narrative characters.

Understanding narratives “in depth” means being able to do
more than simply extract the facts of a narrative and infer causal
connections between them. An in-depth understander must be able to
recognize what was memorable about a narrative, what episodes were
of significance, and what the point of the narrative was -- that is, why
the narrative was worth telling in the first place. Finally, if a
narrative is significant in some way, then the process of in-depth
comprehension should result in indexing the narrative in memory so
that it will come to mind in appropriate future situations.

At this point in time, people are the only information processors
able to understand and appreciate the significance of complex
narratives. Consequently, the process model embodied in BORIS is
based on numerous subject protocols over tasks involving title
selection, text summarization, and question answering. For instance,
experimental evidence suggests that subjects process text in a highly
integrated manner. Syntactic, semantic, and episodic processes arise
as each word or phrase is encountered. Therefore, BORIS takes the
same theoretical approach.

The thesis presented here represents an initial attempt to specify
and model those knowledge constructs, inference strategies, and
memory search processes which are prerequisite for in-depth
understanding. '
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CHAPTER 1

The Meaning of In-Depth Understanding

1.1 BORIS -- A Compuﬁer Program

The theory of narrative comprehension presented here is
implemented within BORIS, a computer program. BORIS is able to
answer questions about a narrative in order to demonstrate that it has
read and understood it. Thus BORIS also incorporates a theory of
memory search and retrieval for question answering.

What follows is an actual understanding and question answering
session with the BORIS program running on a narrative concerning a
divorce (called DIVORCE-1). Input to the program is in lower case;
output in uppercase. BORIS receives the English shown here as
verbatim input and produces verbatim English below as output:

I/0O Behavior on DIVORCE-1

* (BORIS ’DIVORCE-1)
PROCESSING PARAGRAPH 1:

Richard hadn’t heard from his college roommate Paul
for years. Richard had borrowed money from Paul
which was never paid back. but now he had no ides
where to find his old friend. When a fetter finally
arrived from San Francisco, Richard was anxious to
find out how Paul was.

READY TO ACCEPT Q/A:

What happened to Richard at home?
RICHARD GOT A LETTER FROM PAUL.

Who is Paul?
RICHARD ’s FRIEND.
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Did Richard want to see Paul?
YES, RICHARD WANTED TO KNOW HOW PAUL WAS.

Had Paul helped Richard?
YES, PAUL LENT MONEY TO RICHARD.

Why didn’'t Richard pay Paul back?
RICHARD DID NOT KNOW WHERE PAUL WAS.

How did Richard feel when the letter appeared?
RICHARD FELT GLAD BECAUSE PAUL AND HE WERE FRIENDS.

PROCESSING PARAGRAPH 2:

Unfortunately, the news was not good. Paul’s wife
Sarah wanted a divorce. She also wanted the car,
the house, the children, and alimony. Paul wanted

the divorce, byt bhe didn’t want to see Sarsh walk
off with everything he had. His salary from the
state schoo! system was very small. Not knowing who
to turn to, he was hoping for a favor from the only
lawyer he knew. Paul gave his home phone number in
case Richard felt he could help.

READY TO ACCEPT Q/A:

What was the letter about?
PAUL AND SARAH WERE GETTING A DIVORCE.

Did Paul write Sarah?
NO, IT WASN’T SARAH, IT WAS RICHARD
WHO GOT THE LETTER.

Why was Paul upset about the divorce?
PAUL AND SARAH WERE FIGHTING QOVER
THE FAMILY POSSESSIONS.
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What did Paul do for a living?
PAUL WAS A TEACHER.

What did Sarah want?

SARAH WANTED TO HAVE THE CAR AND THE HOUSE AND
THE KIDS AND THE ALIMONY.

Why did Paul write to Richard?
PAUL WANTED RICHARD TD BE HIS LAWYER.

PROCESSING PARAGRAPH 3:

Richard eagerly picked up the phone and dialed.
After a brief conversation, Paul agreed to have

lunch wWwith him the next day. He sounded extremely
relieved and grateful.

READY TO ACCEPT Q/A:

Why did Richard call Paul?
RICHARD WANTED TO ARRANGE A MEETING WITH PAUL.

Did Richard contact Paul?
YES. RICHARD CALLED PAUL.

How did Richard contact Paul?
BY PHONE.

How did Paul feel when Richard called?
PAUL WAS HAPPY BECAUSE RICHARD AGREED TO BE PAUL’S
LAWYER.



