HeERStEE

(RITHR - SB2hR)

MICHAEL NEGNEVITSKY

Artificial

Intelligence

A Guide to Intelligent Systems ¢

e ;, _Michael Negnevitsky

EHODRELEXF

[ T

China Machine Press



ALE

RERFIEE

(R3] - SE2hR)

_Michae] Negnevrtsky
EHORI K ¥

()




Michael Negnevitsky: Artificial Intelligence: A Guide to Intelligent Systems, Second
Edition (ISBN 0-321-20466-2).

Copyright © 2002 by Pearson Education Limited.

This edition of Artificial Intelligence: A Guide to Intelligent Systems, Second Edition is
published by arrangement with Pearson Education Limited. Licensed for sale in the mainland

territory of the People’s Republic of China only, excluding Hong Kong, Macau, and

Taiwan.

A 45 % U ENAR i 32 [ Pearson Education #4 5 H HIRBEZHR. REHRE B
YR, ABLUMEM T RE SR REBRE . »

KRB RIRAEP B AMb X e (FEEEE. BT, GBBK).

WA, BRLER.

FHERME JbREHRARBESHR

ABREBEIDS: B 01-2004-6883
EBAERSE (CIP) g

AT 5 WeeRgiem (B3R - B2R) / (BR) RIsNAKEEE (Negnevitsky,
M. ) % —dbs HUR T HEREE, 2005.1
(B ERPE)

B JE 3 Artificial Intelligence: A Guide to Intelligent Systems, Second Edition
ISBN 7-111-15836-9

I.A- O.je- M ATS8E-—%3X IV.TP18
o E A E B ECIPEEEF (2004) 551351385

HU T AR estwBREEFREAS22S MBS 100037)
HEHRE: BiRE

JEREREENRIA R A TEIRI - BB E R RITHRT
200541 B4 1HUE 1R ENRI

787mm x 1092mm 1/16 - 27.25E3k

EN¥: 0001-3 000/

Efr: 39.007¢

A, WA BT, BE. GRTT, mAH R SR
Azt (010) 68326294




{BhRE 8915

XER U, FErREHBFREMmEIERNZRAMRTE, EHFEREARRENE
GRS T AR hEEXENEL, BXREGREARARRYANTEERARKE
. SR, EmbemERd, RN VRASHFRELBEERFRRE S, HREILZERG
Wi 2 AL SH RN B AR B BUE SR 2, TR R BB E L, AR TSR
7ERE, BRETEROEE, BEEERIE, XaREEME, HMEHFASEEANRK

AR, FEARERAAEYEZ T, REMIFELLERDE, M VAABFERBE
BYl. XA HREAEERMHRFEAEEIE, LEHE, MEPLEFHBRIRERFTRE LR
HERRE. EREGEBERLEMBIRE. MEARBRILHOIRT, EEEFREERERKT
BHAS#ERBILTERBRENSBBEHNAFLESHEY 2. Bk, SI#E—#EIMEELT
BB B RETRBAET SR RERROESER, LR SHFER. BiRHEAH
R —IMRFR L2 ' :

LR Lok iR B R XE B ARA AR EEINE “HWRESEFTHRS . B1998FTF .,
EAGRE TEESRE TH#E. BEREEMBEH L. 23 JLEVAWE H, RiNE
Prentice Hall, Addison-Wesley, McGraw-Hill, Morgan KaufmannZ R ELHRAREY TR
HHIAHEXRZR, NEMEAEE B $ %% B Tanenbaum, Stroustrup, Kernighan, Jim
Gray ¥ KM 2K —RASHMER, UL “UHEAREAS” ASHRHKR, S#iRg2. HAOERK
. KEALASENHE, LEARTXENBHRIEAE.

“UREIFEAS” BHERTESE TENIMEERRDEDY, BROER AR ThE
MRS, EAFSwHEE THIEFnERMNTIE; mRBNESLEYSREREMETH
B, ANEHFRARBAOFERER. €4, “HEILBENS 2R TaE T mF,
XEEFEEREFRLTRFOOM, FHTFEARXASERBEHMBELE, hiE— P
FERBATT TR,

R E#BBRNODEEMEMRENRBEL, BFRITEIMNEYLEG 8Tk A
HEA—ANBIBE. hik, EBEATEMASIHBEMHBIHE, & “LEHET” BAHNZT
HR =R BB B “HHENRZENST 25, RS, kIR
‘GMIFRRPE ; R, SIHSFBRTHFFEHRH “Schaum’s Outlines” RF|IAWK “@EXL
HWESIRB R . A TRIEX ZENBAREN, RES T EF AR MERITRS, *
BEATRETHEBER. bR K%, EekE. BBFRERY. EBAR%¥. hBXHERKE.
EEAE. LK%, PEBEASE. WRETLI KRS, AXXBERFE. PERARKS®. X
PSR A%, LR k%, Pk, MRERIKE. *M‘Hk%\‘?ﬁﬁit]:%l‘}? HE &



v

K& B LEMPNEDOFEEANE A REMBHWET BN SN SRR E 2 FZHK &
XKEFERS, ATMNNBAEEE LMD REE.

X ZEMNBR N BEF SR HAERMNREHANSE, AERNEREHENLRMHERXE LD
FEEYITEG. HhiF2 8 e 4M. L T., Stanford, U.C. Berkeley, C. M. U. %t}
KZERFRR. A0EE TR, BBEW. BERSE. HREILARREY. BEE. RFHR
B, ®4TE. BEE. @5, EREEFENRETEILE LSBT IZOEORE,
MBS AFA—ARNHBIESRUIEZF. EUHL=1TENAR. ANEHLSERNILE
FrE R, X RBEENAMAERIESIZT, A4 ETEILRIENE Bd & e
MAZE.

BURHITER . BB . —HWFRE. MENEE. BaNmE, SEREFERNGE
BATHEREMRIE, HEMNAOBRERERE, TIRBNELERRIMNERX &R BFROE
. Bobr i AR PR AT S SRS RS AL AR T S U R S R A 10 T PR
BIVEA THRE, RIOWBKRATET:

iR f4:: hzedu@hzbook.com
BRZHIE: (010) 68995264

BeZRphb: JEREmERE S EESHLS
BRBcZRE%: 100037



ERESGERS

(He 0% 2 w0 IR )

AL &

Rt
IEF
)R %
Ak
F 3%
o th

2 OF

B

B
wm A %

A

X

- XM

L

2%
e
) 22
FR S
ES
12 A8

i

g 3



Preface

‘The only way not to succeed is not to try.’

Edward Teller

Another book on artificial intelligence ... I've already seen so many of them.
Why should I bother with this one? What makes this book different from the
others?

Each year hundreds of books and doctoral theses extend our knowledge of
computer, or artificial, intelligence. Expert systems, artificial neural networks,
fuzzy systems and evolutionary computation are major technologies used in
intelligent systems. Hundreds of tools support these technologies, and thou-
sands of scientific papers continue to push their boundaries. The contents of any
chapter in this book can be, and in fact is, the subject of dozens of monaographs.
However, I wanted to write a book that would explain the basics of intelligent
systems, and perhaps even more importantly, eliminate the fear of artificial
intelligence.

Most ofthe literature on artificial intelligence is expressed in the jargon of
computer science, and crowded with complex matrix algebra and differential
equations. This, of course, gives artificial intelligence an aura of respectability,
and until recently kept non-computer scientists at bay. But the situation has
changed!

The personal computer has become indispensable in our everyday life. We use
it as a typewriter and a calculator, a calendar and a communication system, an
interactive database and a decision-support systern. And we want more. We want
our computers to act intelligently! We see that intelligent systems are rapidly
coming out of research laboratories, and we want to use them to our advantage.

What are the principles behind intelligent systems? How are they built? What
are intelligent systems useful for? How do we choose the right tool for the job?
These questions are answered in this book.

Unlike many books on computer intelligence, this one shows that most ideas
behind intelligent systems are wonderfully simple and straightforward. The book
is based on lectures given to students who have little knowledge of calculus. And
readers do not need to learn a programming language! The material in this book
has been extensively tested through several courses taught by the author for the
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past decade. Typical questions and suggestions from my students influenced
the way this book was written.

The book is an introduction to the field of computer intelligence. It covers
rule-based expert systems, fuzzy expert systems, frame-based expert systems,
artificial neural networks, evolutionary computation, hybrid intelligent systems
and knowledge engineering.

In a university setting, this bock provides an introductory course for under-
graduate students in computer science, computer information systems, and
engineering. In the courses I teach, my students develop small rule-based and
frame-based expert systems, design a fuzzy system, explore artificial neural
networks, and implement a simple problem as a genetic algorithm. They use
expert system shells (Leonardo, XpertRule, Level5 Object and Visual Rule
Studio), MATLAB Fuzzy Logic Toolbox and MATLAB Neural Network Toolbox.
I chose these tools because they can easily demonstrate the theory being
presented. However, the book is not tied to any specific tool; the examples given
in the book are easy to implement with different tools.

This book is also suitable as a self-study guide for non-computer science
professionals. For them, the book provides access to the state of the art in
knowledge-based systems and computational intelligence. In fact, this book is
aimed at a large professional audience: engineers and scientists, managers and
businessmen, doctors and lawyers - everyone who faces challenging problems
and cannot solve them by using traditional approaches, everyone who wants to
understand the tremendous achievements in computer intelligence. The book
will help to develop a practical understanding of what intelligent systems can

and cannot do, discover which tools are most relevant for your task and, finally,
how to use these tools.

The book consists of nine chapters.

In Chapter 1, we briefly discuss the history of artificial mtelhgence from the
era of great ideas and great expectations in the 1960s to the disillusionment and
funding cutbacks in the early 1970s; from the development of the first expert
systems such as DENDRAL, MYCIN and PROSPECTOR in the seventies to the

~ maturity of expert system technology and its massive applications in different

areas in the 1980s and 1990s; from a simple binary mode! of neurons proposed in
the 1940s to a dramatic resurgence of the field of artificial neural networks in the
1980s; from the introduction of fuzzy set theory and its being ignored by
the West in the 1960s to numerous ‘fuzzy’ consumer products offered by the
Japanese in the 1980s and world-wide acceptance of ‘soft’ computing and
computing with words in the 1990s.

In Chapter 2, we present an overview of rule-based expert systems. We briefly
discuss what knowledge is, and how experts express their knowledge in the form
of production rules. We identify the main players in the expert system develop-
ment team and show the structure of a rule-based system. We discuss
fundamental characteristics of expert systems and note that expert systems can
make mistakes. Then we review the forward and backward chaining inference
techniques and debate conflict resolution strategies. Finally, the advantages and
disadvantages of rule-based expert systems are examined.
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In Chapter 3, we present two uncertainty management techniques used in
expert systems: Bayesian reasoning and certainty factors. We identify the main
sources of uncertain knowledge and briefly review probability theory. We consider
the Bayesian method of accumulating evidence and develop a simple expert
systemn based on the Bayesian approach. Then we examine the certainty factors
theory (a popular alternative to Bayesian reasoning) and develop an expert system
based on evidential reasoning. Finally, we compare Bayesian reasoning and
certainty factors, and determine appropriate areas for their applications.

In Chapter 4, we introduce fuzzy logic and discuss the philosophical ideas
behind it. We present the concept of fuzzy sets, consider how to represent a fuzzy
set in a computer, and examine operations of fuzzy sets. We also define linguistic
variables and hedges. Then we present fuzzy rules and explain the main differences
between classical and fuzzy rules. We explore two fuzzy inference techniques -
Mamdani and Sugeno - and suggest appropriate areas for their application. Finally,
we introduce the main steps in developing a fuzzy expert system, and illustrate the
theory through the actual process of building and tuning a fuzzy system.

In Chapter 5, we present an overview of frame-based expert systems. We
consider the concept of a frame and discuss how to use frames for knowledge
representation. We find that inheritance is an essential feature of frame
based systems. We examine the application of methods, demons and rules. Finally,
we consider the development of a frame-based expert system through an example.

In Chapter 6, we introduce artificial neural networks and discuss the basic
ideas behind machine learning. We present the concept of a perceptron as a
simple computing element and consider the perceptron learning rule. We
explore multilayer neural networks and discuss how to improve the computa-
tional efficiency of the back-propagation learning algorithm. Then we introduce
recurrent neural networks, consider the Hopfield network training algorithm
and bidirectional associative memory (BAM). Finally, we present self-organising
neural networks and explore Hebbian and competitive learning.

In Chapter 7, we present an overview of evolutionary computation. We consider
genetic algorithms, evolution strategies and genetic programming. We introduce the
main steps in developing a genetic algorithm, discuss why genetic algorithms work,
and illustrate the theory through actual applications of genetic algorithms. Then we
present a basic concept of evolutionary strategies and determine the differences
between evolutionary strategies and genetic algorithms. Finally, we consider genetic
programming and its application to real problems.

In Chapter 8, we consider hybrid intelligent systems as a combination of
different intelligent technologies. First we introduce a new breed of expert
systems, called neural expert systems, which combine neural networks and rule-
based expert systems. Then we consider a neuro-fuzzy system that is functionally
equivalent to the Mamdani fuzzy inference model, and an adaptive neuro-fuzzy
inference system (ANFIS), equivalent to the Sugeno fuzzy inference model. Finally,
we discuss evolutionary neural networks and fuzzy evolutionary systems.

In Chapter 9, we consider knowledge engineering and data mining. First we
discuss what kind of problems can be addressed with intelligent systems and
introduce six main phases of the knowledge engineering process. Then we study
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typical applications of intelligent systems, including diagnosis, classification,
decision support, pattern recognition and prediction. Finally, we examine an
application of decision trees in data mining.

The book also has an appendix and a glossary. The appendix provides a list
of commercially available Al tools. The glossary contains definitions of over
250 terms used in expert systems, fuzzy logic, neural networks, evolutionary
computation, knowledge engineering and data mining.

I hope that the reader will share my excitement on the subject of artificial
intelligence and soft computing and will find this book useful.

The website can be accessed at: http://www.booksites.net/negnevitsky

Michael Negnevitsky
Hobart, Tasmania, Australia
February 2001



Preface to the second edition

The main objective of the book remains the same as in the first edition - to
provide the reader with practical understanding of the field of computer
intelligence. It is intended as an introductory text suitable for a one-semester
course, and assumes the students have no programming experience.

In terms of the coverage, in this edition we demonstrate several new

applications of intelligent tools for solving specific problems. The changes are
in the following chapters:

e In Chapter 2, we introduce a new demonstration rule-based expert system,
MEDIA ADVISOR. -

¢ In Chapter 9, we add a new case study on classification neural networks with
competitive learning.
¢ In Chapter 9, we introduce a section ‘Will genetic algorithms work for my

problem?’. The section includes a case study with the travelling salesman
problem.

¢ Also in Chapter 9, we add a new section ‘Will a hybrid intelligent system work
for my problem?’. This section includes two case studies: the first covers a
neuro-fuzzy decision-support system with a heterogeneous structure, and the

second explores an adaptive neuro-fuzzy inference system (ANFIS) with a
homogeneous structure. '

Finally, we have expanded the book’s references and bibliographies, and updated
the list of AI tools and vendors in the appendix.

Michael Negnevitsky

Hobart, Tasmania, Australia

January 2004



Acknowledgements

1 am deeply indebted to many people who, directly or indirectly, are responsible
for this book coming into being. I am most grateful to Dr Vitaly Faybisovich for
his constructive criticism of my research on soft computing, and most of all for
his friendship and support in all my endeavours for the last twenty years.

I 'am also very grateful to numerous reviewers of my book for their comments
and helpful suggestions, and to the Pearson Education editors, pafticularly Keith
Mansfield, Owen Knight and Liz Johnson, who led me through the process of
publishing this book.

I also thank my undergraduate and postgraduate students from the University
of Tasmania, especially my former Ph.D. students Tan Loc Le, Quang Ha and
Steven Carter, whose desire for new knowledge was both a challenge and an
inspiration to me.

I am indebted to Professor Stephen Grossberg from Boston University,
Professor Frank Palis from the Otto-von-Guericke-Universitit Magdeburg,
Germany, Professor Hiroshi Sasaki from Hiroshima University, Japan and
Professor Walter Wolf from the Rochester Institute of Technology, USA for
giving me the opportunity to test the book’s material on their students.

I am also truly grateful to Dr Vivienne Mawson and Margaret Eldridge for
proof-reading the draft text.

Although the first edition of this book appeared just two years ago, I cannot
possibly thank all the people who have already used it and sent me their
comments. However, I must acknowledge at least those who made especially
helpful suggestions: Martin Beck (University of Plymouth, UK), Mike Brooks
(University of Adelaide, Australia), Genard Catalano (Columbia College, USA),
Warren du Plessis (University of Pretoria, South Africa), Salah Amin Elewa
(American University, Egypt), John Fronckowiak (Medaille College, USA), Lev
Goldfarb (University of New Brunswick, Canada), Susan Haller (University of
Wisconsin, USA), Evor Hines (University of Warwick, UK), Philip Hingston (Edith
Cowan University, Australia), Sam Hui (Stanford University, USA), David Lee
(University of Hertfordshire, UK), Leon Reznik (Rochester Institute of Technology,
USA), Simon Shiu (Hong Kong Polytechnic University), Thomas Uthmann
(Johannes Gutenberg-Universitit Mainz, Germany), Anne Venables (Victoria
University, Australia), Brigitte Verdonk (University of Antwerp, Belgium), Ken

Vollmar (Southwest Missouri State University, USA) and Kok Wai Wong (Nanyang
Technological University, Singapore).



Contents

Preface vii
Preface to the second edition Xi
Acknowledgements xii
1 Introduction to knowledge-based inteiligent systems 1
1.1 Intelligent machines, or what machines can do 1
1.2 The history of artificial intelligence, or from the '‘Dark Ages’
to knowledge-based systems 4
1.3  Summary 17
Questions for review 21
References 22
2 Rule-based expert systems 25
2.1  Introduction, or what is knowledge? .- 25
2.2 Rules as a knowledge representation technique ' 26
2.3 The main players in the expert system development team 28
2.4  Structure of a rule-based expert system 30
2.5 Fundamental characteristics of an expert system 33
2.6 Forward chaining and backward chaining inference
techniques 35
2.7 MEDIA ADVISOR: a demonstration rule-based expert system 41
2.8 Conflict resolution 47
2.9 Advantages and disadvantages of rule-based expert systems 50
2.10 Summary 51
Questions for review , 53
References 54
3 Uncertainty management in rule-based expert systems 55
3.1 Introduction, or what is uncertainty? 55
3.2 Basic probability theory 57
3.3 Bayesian reasoning 61

3.4 FORECAST: Bayesian accumulation of evidence 65



Xiv  CONTENTS

3.5
3.6
3.7
3.8
3.9

Bias of the Bayesian method

Certainty factors theory and evidential reasoning
FORECAST: an application of certainty factors
Comparison of Bayesian reasoning and certainty factors
Summary

Questions for review

References

4  Fuzzy expert systems

4.1
4.2
4.3
4.4
4.5
4.6
4.7
4.8

Introduction, or what is fuzzy thinking?
Fuzzy sets

Linguistic variables and hedges
Operations of fuzzy sets

Fuzzy rules

Fuzzy inference

Building a fuzzy expert system
Summary

Questions for review
References

Bibliography

5 Frame-based expert systems

5.1
5.2
5.3
54
5.5
5.6
5.7

Introduction, or what is a frame?

Frames as a knowledge representation technique
Inheritance in frame-based systems

Methods and demons

Interaction of frames and rules

Buy Smart: a frame-based expert system
Summary J
Questions for review

References

Bibliography

6 Artificial neural networks

6.1
6.2
6.3
6.4
6.5
6.6
6.7
6.8
6.9

Introduction, or how the brain works

The neuron as a simple computing element

The perceptron

Muitilayer neural networks ‘
Accelerated learning in multilayer neural networks
The Hopfield network

Bidirectional associative memory

Self-organising neural networks

Summary

Questions for review

References

72
74
80
82
83
85
85

87

87
89
94
97
103
106
114
125
126
127
127

131

131
133
138
142
146
149
161
163
163
164

165

165
168
170
175
185
188
196
200
212
215
216



CONTENTS Xxv

Evolutionary computation 219
7.1 Introduction, or can evolution be intelligent? 219
7.2 Simulation of natural evolution 219
7.3 Genetic algorithms 222
7.4 Why genetic algorithms work 232
7.5 Case study: maintenance scheduling with genetic
algorithms 235
7.6 Evolution strategies 242
7.7 Genetic programming 245
7.8 Summary 254
Questions for review 255
References 256
Bibliography 257
Hybrid intelligent systems 259
8.1 Introduction, or how to combine German mechanics with
italian love 259
8.2 Neural expert systems 261
8.3 Neuro-fuzzy systems 268
8.4  ANFIS: Adaptive Neuro-Fuzzy Inference System 277
8.5 Evolutionary neural networks 285
8.6 Fuzzy evolutionary systems 290
8.7 Summary 296
Questions for review 297
References 298
Knowledge engineering and data mining 301
9.1 Introduction, or what is knowledge engineering? 301
9.2  Will an expert system work for my problem? 308
9.3 Wil a fuzzy expert system work for my problem? 317
9.4  Will a neural network work for my problem? 323
9.5 Will genetic algorithms work for my problem? 336
9.6  Will a hybrid intelligent system work for my problem? 339
9.7 Data mining and knowledge discovery 349
9.8 Summary 361
Questions. for review 362
References ' 363
Glossary 365
Appendix 391

Index . 407



Introduction to knowledge- 1
based intelligent systems

In which we consider what it means to be intelligent and whether
machines could be such a thing.

1.1 Intelligent machines, or what machines can do

Philosophers have been trying for over two thousand years to understand and
resolve two big questions of the universe: how does a human mind work, and
can non-humans have minds? However, these questions are still unanswered.

Some philosophers have picked up the computational approach originated by
computer scientists and accepted the idea that machines can do everything that
humans can do. Others have openly opposed this idea, claiming that such
highly sophisticated behaviour as love, creative discovery and moral choice will
always be beyond the scope of any machine.

The nature of philosophy aillows for disagreements to remain unresolved. In
fact, engineers-and scientists have already built machines that we can call
‘intelligent’. So what does the word ‘intelligence’ mean? Let us look at a
dictionary definition.

1 Someone’s intelligence is their ability to understand and learn things.
2 Intelligence is the ability to think and understand instead of doing things
by instinct or automatically.

(Essential English Dictionary, Collins, London, 1990)

Thus, according to the first definition, intelligence is the quality possessed by
humans. But the second definition suggests a completely different approach and
gives some flexibility; it does not specify whether it is sorneone or something
that has the ability to think and understand. Now we should discover what
thinking means. Let us consult our dictionary again.

Thinking is the activity of using your brain to consider a problem or to create
an idea.

(Essential English Dictionary, Collins, London, 1990)



INTRODUCTION TO KNOWLEDGE-BASED INTELLIGENT SYSTEMS

So, in order to think, someone or someth'mg has to have a brain, or in other
words, an organ that enables someone or something to learn and understand
things, to solve problems and to make decisions. So we can define intelligence as
‘the ability to learn and understand, to solve problems and to make decisions’.

_The very question that asks whether computers can be intelligent, or whether
machines can think, came to us from the ‘dark ages’ of artificial intelligence
(from the late 1940s). The goal of artificial intelligence (Al) as a science is to
make machines do things that would require intelligence if done by humans
(Boden, 1977). Therefore, the answer to the question ‘Can machines think?’ was
vitally important to the discipline. However, the answer is not a simple ‘Yes’ or
‘No’, but rather a vague or fuzzy one. Your everyday experience and common
sense would have told you that. Some people are smarter in some ways than
others. Sometimes we make very intelligent decisions but sometimes we also
make very silly mistakes. Some of us deal with complex mathematical and
engineering problems but are moronic in philosophy and history. Some people
are good at making money, while others are better at spending it. As humans, we
all have the ability to learn and understand, to solve problems and to make
decisions; however, our abilities are not equal and lie in different areas. There-
fore, we should expect that if machines can think, some of them might be
smarter than others in some ways.

One of the earliest and most significant papers on machine intelligence,
‘Computing machinery and intelligence’, was written by the British mathema-
tician Alan Turing over fifty years ago (Turing, 1950). However, it has stood up
well to the test of time, and Turing’'s approach remains universal. ‘

Alan Turing began his scientific career in the early 1930s by rediscovering the
Central Limit Theorem. In 1937 he wrote a paper on computable numbers, in
which he proposed the concept of a universal machine. Later, during the Second
World War, he was a key player in deciphering Enigma, the German military
encoding machine. After the war, Turing designed the ‘Automatic Computing
Engine’. He also wrote the first program capable of playing a complete chess
game; it was later implemented on the Manchester University computer.
Turing's theoretical concept of the universal computer and his practical experi-
ence in building code-breaking systems equipped him to approach the key
fundamental question of artificial intelligence. He asked: Is there thought
without experience? Is there mind without communication? Is there language
without living? Is there intelligence without life? All these questions. as you can
see, are just variations on the fundamental question of artificial intelligence, Can
machines think?

Turing did not provide definitions of machines and thinking, he just avoided
semantic arguments by inventing a game, the Turing imitation game. Instead
of asking, ‘Can machines think?’, Turing said we should ask, ‘Can machines pass
a behaviour test for intelligence?’ He predicted that by the year 2000, a computer
could be programmed to have a conversation with a human interrogator for five
minutes and would have a 30 per cent chance of deceiving the inferrogator that
it was a human. Turing defined the intelligent behaviour of a computer as the
ability to achieve the human-level performance in cognitive tasks. In other



