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PREFACE

THE THEORY of extreme values is mentioned in most of the recent textbooks
of statistics. However, this seems to be the first book devoted exclusively
to these problems. It is meant for statisticians, and statistically minded
scientists and engineers. To spread the application of the methods, the
author has tried to keep it on an elementary level. Graphical procedures
are preferred to tedious calculations. Special cases and easy generali-
~ zations are given as exercises. Therefore, the book may even meet the
_ requirements of a textbook.

Since the line of thought pursued here is new, the reader should not
expect complete solutions. There are bound to be shortcomings and gaps
' in a first treatment. Despite the usual prescriptions of academic habits,
unsolved problems are here clearly stated. Perhaps a carping critic might
maintain that more problems are raised than solved. However, this is the
common fate of science.

This book is written in the hope, contrary to expectation, that humamty
may profit by even a small contribution to the progress of science.

The opportunity to start this book presented itself when the necessary
free time was imposed upgn the author. A first draft of the manuscript
was written in 1949 under a grant by the Lucius N. Littauer Foundation.
This draft was revised in 1950 under a grant from the John Simon Guggen-
heim Memorial Foundation. The work continued while the author was
engaged as a Consultant at Stanford University and later as ‘an Adjunct
Professor at Columbia University, partially under a grant from the
Higgins Foundation, -and under contract with the Office of Ordnance
Research. Finally, a further grant from the Guggenheim Foundation
made it possible to engage Professor Frank Lee.(Columbia Umversnty)
for the drawing of the graphs The author wishes to state his sincere
appreciation to these agencies for their help, without which he would not
. have had the chance to finish this book. .

He is indebted to Mr. E. N. Munns, formerly Chief, Division of Forest
Influence, U. S. Department of Agriculture, for valuable office help. Dr.
Wolfgang Wasow of the University of California (Los Angeles) suggested
changes in Chapters 1 and 3 and contributed to section 8.1. P. G. Carlson
(Arthur Anderson and Co.) gave the proof for 3.2.3(7). The idea under-
- lying 6.1.6 is due to Dr Julius Lieblein of the D. Taylor Model Basin. Para-
graphs 6.2.4, 6.2.5, and 6.2.7 have been wntten by B. F. Kimball (N. Y.
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State Public Service Commission). Most of the work in section 8.2 was &
done in collaboration with the late Roger D. Keeney. The Watson
Scientific Commltmg Laboratory (Columbia University) calculated the
figures given in Table 6.2.3 and put at the author’s disposal an unpublished
table of the probability points and the first two differences for @ = .00001
(.00001) .00600 (.00010) .08000 (.00100) .84000 (.00010) .98400 (.00001)
.99995. These data facilitated much numerical work. Table 7.2.3 was
‘calculated by Gladys R. Garabedian of Stanford University. The author
takes this occasion to express his thanks for thése important contributions.

Mr. Amold Court (Uniyersity of California, Berkeley) suggested
applications to climatology, and Professor S. B. Littauer (Dept. of Indust-
rial Engineering, Columbia University) proposed valuable improvements.
~ The author profited greatly from his collaboration with Professor

‘A. M. Freudenthal (Columbia University) in their common work on
fatigue of metals (see 7.3.5), and from the continuous interest which the
Statistical Engineering Labc.atory of the National Bureau of Standards
took in his work.

Tire whole manuscript was revised and corrected by Mr. L. H. Herbach
(New York Umversxty), P. G. Carlson, C. Derman (Columbia University),
and A. Court. The bibliography was checked by M- Taro Yamane
(New York University). It gives the author great p.casure to thank
these collaborators, and in particular- Mr. Carlson, for their friendly
assistance. They certainly have contributed whatever may be good in
this book. The rest should be charged against the author. i

‘New York,
1 October, 1957
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