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Introduction

Raymond Hickey

A cursory glance at recently published books on linguistics shows that the
theme of language change is as much an object of interest among linguists as
it has ever been. In the history of the discipline the main concern has been
with language reconstruction, in the classical Neogrammarian sense, and this
achieved its clearest theoretical statement in Herman Paul (1975 [1880]). The
nineteenth-century concern with the gradual and wholesale mutation of sound
systems was to lead to dissatisfaction at the beginning of the twentieth century.
With the establishment of the structuralist paradigm, first in Europe and then
in America, the synchronic perspective dominated. The structuralist paradigm
of the first half of the twentieth century was important in that it led to a shift
in focus from phonology and morphology, typical of Indo-European studies,
to encompass other levels of language. However, despite the theoretical reori-
entation introduced by Chomsky in the late 1950s, the majority of linguistic
discussions were based on data from present-day languages. In the late 1960s
the application of generative grammar to concerns in historical linguistics was
heralded by Robert King’s 1969 monograph on the subject. In the 1970s much
activity arose in connection with diachronic syntax (Li 1975, 1977; Lightfoot
1979; see also Fischer, van Kemenade, Koopman and van der Wurff 2000 as
well as Pintzuk, Tsoulas and Warner 2001). While disagreement was quickly
evident, the main thrust of the research became immediately obvious: the con-
cern was primarily with the principles of language change and only secondarily
with language reconstruction (for a recent interpretation, see Durie and Ross
1996). This interest in the way languages change was engendered by works such
as Lass 1980, On explaining language change. The title reflects the concern
then and now: the illumination of the principles which determine the dynamic
nature of language. This interest among scholars has continued over the past
two decades.

The investigation of language change has taken place within certain theoret-
ical frameworks. Two others should be mentioned here. The first is language
typology, which with the project under Joseph Greenberg at Stanford University
in the 1970s (see Greenberg 1978), experienced a great expansion of interest in
the details of typology far beyond simple language classification. This interest
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was soon to develop a diachronic dimension and since then studies in this field
have been explicitly concerned with typological shifts. Among the more re-
cent works broadly in this vein are Nichols (1992), Campbell (1998) and Croft
(2000).

Some recent developments in linguistics are by their very nature diachronic.
Perhaps the most salient of these is grammaticalisation theory which seeks to
account for shifts in the formal status of linguistic elements throughout history,
and in particular to make generalisations from data to typical pathways of
language change (Hopper and Traugott 1993; Pagliuca 1994).

The second theoretical framework concemned with language change is of
course that of sociolinguistics. From its beginning as an independent field within
linguistics, established by the seminal work of William Labov in the 1960s,
the issue of change resulting from the inherent variation in the social use of
language was a central concern. As sociolinguistics was concerned with minute
variation in present-day varieties of language, its attention was naturally drawn
to linguists who were also concerned with small but observable change, that is
with the Neogrammarians of the nineteenth century (Labov 1981, 1994, 2001).

The significance of sociolinguistics for the study of language change can
hardly be overestimated. It led to the locus of change being established firmly
with speakers (and not with a language system which of course can only be
an abstraction of the knowledge of speakers). Sociolinguistics also established
new standards in the methodology of data collection and data evaluation. Apart
from extrapolating from present-day varieties to historical ones, there also arose
a specific direction of historical sociolinguistics (Romaine 1982), a line of
research which has been characterised by particular activity in the past two
decades.

The rise of other new directions in linguistics led to their being applied to
language change. This has been the case, for instance, with various develop-
ments in theoretical phonology. It is probably fair to say that every model of
phonology, which has been developed in the past forty years, has been applied
to various sets of intractable data from the history of English.

The chapters of the present volume are intended to reflect the areas of lan-
guage and approaches to language change which are currently topical. The
initial chapters are concerned with theoretical issues, such as the chapter by
Peter Matthews on Chomsky’s distinction between I and E language. Frederick
Newmeyer deals in his chapter with a recurring issue in studies of language
change, formal and functional motivation. The contribution by Jean Aitchi-
son looks at metaphorical language and David Denison examines the progress
of language change and its representation in S-curves. Richard Hogg looks
at suppletion, especially with regard to established changes in the history of
English.

Introduction 3

There are two phonological studies on two central concemns in the history
of Germanic sound systems, the major English vowel shift, treated by April
McMahon, and umlaut, dealt with by Gregory Iverson and Joseph Salmons.

Among the models of language change which have of late been the object
of great interest among linguists is grammaticalisation which, while reaching
back to at least the beginning of the twentieth century, has been given a formal
framework within which it is now interpreted. The chapter by David Lightfoot
looks critically at grammaticalisation while that by Elizabeth Closs Traugott ex-
amines subjectification/intersubjectification and its role in speaker exchanges.

Two chapters in the present volume concemn themselves specifically with
spoken language and language change. The chapter by James Milroy sees the
role of the speaker as central and Raymond Hickey examines the scenario of
new dialect formation with regard to the genesis of later varieties of English
outside Britain (New Zealand English).

The importance attributed to contact in studies of language change has been
addressed by many scholars in recent years (see Thomason 2001), some back-
grounding contact as a factor in change (Lass 1997) and others demanding an
objective reassessment of language contact. The chapter by Markku Filppula
returns to the contrast between internal and external factors, this time with much
data from Irish English. Malcolm Ross brings his interest and knowledge in this
sphere to a consideration of contact in the prehistory of Papuan languages.

Broader questions of language organisation and typology are reflected in two
chapters in this book, one by Bernard Comrie on typology and reconstruction
and the other on reanalysis by language learners and typological change by
Raymond Hickey.

When producing a book on such a popular topic as language change, it is
difficult to strike on a title which has not been used before. Furthermore, the title
is naturally intended to reflect the contents of the book. The present title was
chosen after much deliberation and consultation with others. The editor feels
that it reflects the common strand of thought which runs through the chapters.
However, there is one reservation which should be made explicit here: the
word motives in the title implies a degree of agency which may not be quite the
intention of each contributor. The use of motives here is intended in an inclusive
sense: it covers internal and external forces in language change while also en-
compassing the behaviour of speakers, though usually on an unconscious level.

Among the many publications broadly located in diachronic linguistics there
have been some in which an author or group of contributors have decided to
stand back for a moment and take stock of what insights have been reached
in the field, where disagreement exists and what questions are still in need of
answering. The present volume has been conceived in this spirit and can hope-
fully contribute, to whatever extent, to our understanding of the subject.
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The phenomenon of language change



1 On change in ‘E-language’

Peter Matthews

In a view that is widespread among linguists, change in language s not stmply
change in ‘speech’: what is affected is ‘a language’, and by that is meant a
system, at an underlying level, that in any community constrains the forms
that speech behaviour can take. As a system changes so the speech in that
community, which is partly determined by it, also changes. But a historian is
not concerned directly with observed shifts in how people behave. We are seen
instead as trying to explain how languages, as underlying systems, change from
one state to another. We may speculate that they are subject to specific structural
laws. We may posit laws of history by which changes in their structure have
to follow one route rather than another. In this light, we develop theories in
historical linguistics of a sophistication quite unheard of in most other fields of
history.

The distinction between speech and language goes back to Saussure, and
arguably beyond. In the terms, however, in which Chomsky has recast it, every
individual speaker has what he calls an ‘I-language’, and the underlying changes
are among I-languages developed by a changing population in successive peri-
ods. In any individual, the one formed in childhood will determine, in part, how
that individual will speak; and that speech, in turn, will be part of the experience
by which new members of the community form their own I-languages. When
I-languages are different, we will expect to see shifts in the way a population
speaks. In corresponding terminology, these will be shifts in an ‘E-language’:
in a language as it is ‘externalised’; but our primary concern is not, in this
view, with E-language. I-languages are seen as subject to laws. In Chomsky’s
account, their structure is at its ‘core’ constrained by our genetic inheritance.
For Chomsky himself, the central problem is then to explain how languages
can vary. For historians who follow this lead, it is to explain how speakers in
one period can develop an I-language different from the ones developed in an
earlier period.

The answer must, in part, lie in the speech that they experience. Let us
suppose, for example, that a word is borrowed from a neighbouring language.
In Saussurean terms, this is an element in a new ‘étatde lalangue’; in Chomsky’s
terms, there is at least an additional lexical entry in the minds of new speakers.
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But how does it come to be there? The ‘language’ we are positing would not, at
one stage, have included it. Therefore, to the extent that speech is determined
by that system, it too would not have included it. But then, despite that, it
would be borrowed by some speakers; others would follow their example;
and, in time, it would become an element indistinguishable from others in the
speech that children were exposed to. It would therefore become part of the
‘language’ as they came to know it; and this is again the system that would be
reflected in their speech from then on. In such cases at least, it seems that, for
the underlying system to be different, speech must change first. In Chomskyan
terms, a difference in I-language would then follow from a difference in the
experience on which its development is based.

A conclusion like this is again quite widely implied. But it is reasonable to ask,
at that point, why a change in language has to be conceived of at two separate
levels. The word, in cases like this, would be borrowed by some speakers,
whose example would be followed by other speakers. These could as naturally
include those of new generations. Why arc changes not straightforwardly at just
one level?

Let us turn for comparison to another field of social history. As speech
changes so too, for example, do the things that people drink; and, once upon a
time, no one in Britain drank tea. Therefore, if we must talk after the manner
of linguists, we will say that the community’s drinking habits were determined,
in part, by an underlying system in which tea was not an element. Then some
members came into contact with societies whose systems, we will say, were
different, and, despite the one in which we say they were brought up, they
acquired a habit of tea-drinking from them. This habit they brought home and
introduced to other members of their own society. But these at first were people
who, like them, would have to have been brought up to the earlier system. So, if
they too started drinking tea, it would be because, despite that system, they were
curious or it was recommended to them; because it was a new fashion; because
they found they liked it. Such explanations bear directly on the behaviour of
specific individuals, in response to that of other individuals. Then, at a later
stage, some members of the community would be familiar with tea-drinking
from their childhood. Therefore, if we still talk in the manner of linguists, we
will say that their behaviour is constrained by a new system of drinking habits,
in which tea, although in practice some might never touch it, had a place like
that which it has had since. They would thus have ‘internalised’ a set of rules
concerning times and circumstances in which it was drunk, what forms of silver
or crockery were used in drinking it, and so on. But it is not at all clear why
we should be obliged to talk in that way. Is it not sufficient to say simply that
some people started to drink tea, at specific times or in specific circumstances,
using specific kinds of vessel, and other people imitated them? This explanation
is again in terms of the behaviour of individuals, in responsc o that of other

On change in ‘E-language’ 9

individuals. What else is there, that we have to explain in terms of changes at
an underlying level?

But when it comes to change in language, linguists do talk in just such a
manner. The issue is an old one, with which Roger Lass, to whom this es-
say is dedicated, has long been familiar. But recent work, ostensibly at least
Chomskyan, has raised it in what seems to be a new form.

Let us begin with Ian Roberts’s conception of a ‘step’ in syntax. The context
in which it was defined is that of Chomsky’s theory as it developed in the 1980s,
and the changes that were of special interest were those in which a parame-
ter of ‘Universal Grammar’ could be secn as reset. These are, as Roberts put
it, ‘diachronic relations among [-languages’ (1993: 159). An E-language was
described, in contrast, as ‘some set or corpus of sentences’ (158), and another
kind of relation is, accordingly, ‘between the E-language of onc gencration. . .
and the I-language of a subsequent generation’. A slep, however, is a mere
relation between E-languages. This is, as Roberts saw it, ‘the traditional no-
tion of change’, and can involve ‘thc appearance of a new construction, or a
significant change in the frequency of a construction, in a set of texts’. But
when ‘a language takes a new step’ this does not ‘necessarily imply’ a change
(in alternative terminology) in ‘the grammar’. Changes in the ‘traditional’ sense
are thus the nearest equivalent, in linguistics, of a change in actual habits of
drinking. Their explanation must, in part at least, be independent of I-languages
or ‘grammars’, since these may not change. But, of course, when such a step is
taken, the experience of a later generation of speakers will be different. There-
fore the ‘grammar’, as they develop it, may, in the light of their experience, be
different also.

I will return to Roberts’s formulation in a moment. But a theory of change in
‘grammars’ has also been developed, for some twenty years, by David Lightfoot.
Since 1990 he too has appealed to Chomsky’s theory of parameters; and, for
most resettings, we must again envisage differences in the speech cxperienced
by successive generations of children. These must be due to ‘nongrammatical
factors’ (1999: 225). ‘Some changes’, more precisely, ‘take place while gram-
mars remain constant’ (1991: 160), relating, as he put it, ‘to the ways in which
grammars are used rather than to their internal structure’ (1991: 166). These
mightbe *explained by claims about language contact or socially defined speech
fashions’ (1999: 166) or, as in his first book on syntactic change, by ‘foreign in-
{luence, expressivity and “after-thought™ (1979: 381). But, once they happen,
changes in the speech that children hear may subsequently ‘trigger’ changes in
the ‘grammar’ itself.

Two questions naturally arise. The first concerns the kinds of ‘triggering’
change we must allow for. In what ways, for example, can the speech of a com-
munity be influenced, independently of ‘grammars’ that its members are already
said 1o have, by ‘socially defined speech fashions’™? What kinds of ‘step’, in
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Roberts’s definition, can be explained entirely by what Lightfoot calls a ‘non-
grammatical’ factor?

Whatever the answer, these are changes that affect the speech of individuals,
regardless of their ‘grammars’, in response to their perception of the speech of
other individuals. It is therefore reasonable, again, to ask what other explanation
is needed. What is a change in language other than, in Lightfoot’s words, a
change in ‘socially defined speech fashions’?

The first question cries out for an answer. But, although such theories are o0s-
tensibly Chomskyan, it seems clear that the relation of E-language to I-language
cannot be as Chomsky himself originally conceived it. In his account, the for-
mer was ‘the object of study in most of traditional or structuralist grammar or
behavioral psychology’; and, since different structuralists, for a start, did not
define ‘a language’ in the same way, that is perhaps not wholly illuminating.
But whatever the definition of E-language, it was ‘now regarded as an epiphe-
nomenon at best’ (Chomsky 1986: 25). For Roberts, as we have seen, it was
‘some set or corpus of sentences’; for Lightfoot, in a passage I have not yet cited,
it is ‘external linguistic production’ (1999: 66). But it is of the essence of their
theory that such external production, or the character of such sets of sentences,
can change independently of ‘grammar” or I-language. Therefore, if this is what
Chomsky also meant by an E-language, it cannot be merely epiphenomenal.

If we grant this, we are left with a theory that in part at least is like the one
developed by Eugenio Coseriu (1958) in the heyday of European structuralism.
I have remarked on this parallel elsewhere (2001: 114f,, 150f.), and will not
labour it. But ‘a language’, in Coseriu’s account, could be identified not only
as a system, but as a system plus a set of ‘norms’ by which it is realised. The
system of Latin included, for example, a k phoneme. But there were also norms
by which it was realised, variably as, among other things, a front velar or a back
velar. Change in ‘a language’ can then have its origin in individual departures
from a norm. For example, a phoneme that was normally realised by a velar
might sometimes have been realised, before front vowels, by an affricate. This
might increasingly become a new norm; but, at that stage, such a change was
still at the level of realisation only. Only later might the system itself change,
as in the history of Romance, to a state in which the affricates realise a new
phoneme.

In Coseriu’s account the system was one of ‘possibilities’: it distinguished
‘routes’, or ways of speaking, that are ‘open’ to a speaker from others that
implicitly are ‘closed’ (1962: 98). His examples were not from syntax; but
the structures constituting an I-language will, in a similar sense, define a set
of possible forms of sentences. Some arrangements of words, to speak in the
most neutral manner, will be open and others closed, all else being equal, to
the speaker whose language it is. But the frequency with which an open route
is taken may then vary independently. A specific arrangement ol words might
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come to be ‘used’, for example, much more rarely. This would be one kind of
step in Roberts’s definition: ‘asignificant change’, in his terms, ‘in the frequency
of a construction’. In Coseriu’s theory, it would again be a change in norms by
which constructions are realised. But, like any such step, it affects the speech
to which a child of a new generation is exposed. If the construction is rare
they may no longer have sufficient ‘evidence’, from what they hear, that the
possibility is open. Therefore they may take it to be closed; and, with whatever
accompanying repercussions, the ‘language’ they develop may come to exclude
it. In this way, changes in the frequency of constructions, due to no more than a
shift originally in usage, may be claimed, in Lightfoot’s terminology, to trigger
‘catastrophic’ changes at the level of the ‘grammar’. As Coseriu had put it
earlier, the norms that a community follows may change to the point at which
a system ‘overturns’ (1962: 107).

To what extent, then, might E-language, as determined by I-languages and an
accompanying setof ‘norms’, change independently of I-languages themselves?
In Coseriu’s account, a change in norms would be within the ‘possibilities’
determined by the system. Each construction would represent a ‘possibility’,
Just as, in a case he did discuss, a pattern of word formation (1962: 78-9).
But the system itself did not determine the range of words formed in a certain
way. It would be a matter of norms that, for example, a noun formed from
reasonable is realised as reasonableness not reasonability. Nor might the system
determine, for example, which verbs take specific patterns of complementation.
That too might be a matter of norms, and that too might change independently.
The system itself would then change when new ‘possibilities’ are added or
old ‘possibilities’ disappear. For example, English did not at one time have a
productive formation in -ee (employee, trainee, and so on); as soon as it did,
the system had to be in a new state.

But is the generativist theory quite the same? A step, in Roberts’s definition,
can again be a change in the frequency of a construction. But it can also be the
‘appearance’ of a new one. Is this also a step that does not ‘necessarily imply’ a
change in the ‘grammar’? Roberts did not confirm at this point that it was. But,
if it could be, it would be a change in norms that would itself change what was
‘possible’ for a speaker. Only in the next stage, when it would have affected the
experience of new members of the community, might the ‘grammar’ come to
allow it.

How then do these theories account for new constructions? One answer is
that they might arise directly through a process of reanalysis. A new generation
of speakers would accordingly be said to have developed a ‘grammar’ bascd
on reinterpretation of the speech heard from their elders. They could also be
said to follow indirectly, when a parameter is reset for other reasons. In Light-
foot’s account, parameters are set in accordance with specific ‘cues’ in speech
that children experience. I a cue becomes, for example, rarer they will be set
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differently by a new generation. This would then have repercussions; and the ap-
pearance of a new construction could in principle be one of them. But are these
the only mechanisms that we must envisage? One ‘nongrammatical factor’, as
we have seen, is ‘language contact’, and it is well known that, when languages
are in contact, they may converge. There is no other way to explain a ‘linguistic
area’ or Sprachbund. But what exactly is the process of convergence? Speakers
said to have a ‘grammar’ of language A will be forced to communicate with
ones who speak language B. To do so they may have, in the ordinary sense, to
learn B. They may, in consequence, use words from B when they are speaking
A: the nature of that mechanism is not in dispute. For convergence to be possi-
ble, it seems that they must also borrow new constructions from B. That would
seem to involve a step in their E-language, independent of the ‘grammar’ of A
that they will originally have developed.

Lightfoot has as yet said very little about how ‘nongrammatical factors’
operate. They are simply there because, for ‘ grammars’ to change, the speech
that children hear must, at least in many cases, change first. But, if we are on the
right track, an E-language would be still less of an epiphenomenon. Frequencies
can change independently, as we have seen, of I-languages. This could logically
include the case in which a construction disappears: its frequency, that is, will be
reduced to zero. If new constructions can enter speech directly so too could, for
example, an extension in the range of words with which an existing construction
is used. Why, then, is the ‘traditional notion’ of change, as Roberts described
it in the passage with which we began, not in itself sufficient?

A follower of Chomsky might reply in two ways. The most likely answer
is that I-languages instantiate, in part, a Universal Grammar. We know that
this exists; therefore we know that I-languages exist, in abstraction from E-
languages, in every speaker; therefore we need, in addition, a theory of change
in I-languages. Some changes are, moreover, inexplicable unless this theory of
a Universal Grammar is assumed.

I will return to this claim in the last part of this essay. But another reply is
simply to insist on the distinction between ‘languages’ and ‘speech’. If some-
one, for example, drinks tea they can literally be seen to do so; and, when others
imitate them, their behaviour can be seen to be similar. The abstraction implied
is minimal. But when different speakers use the same construction, what they
say may literally be very different. We are therefore forced to talk of abstract
structures that they have in common. In Chomskyan terms, they ‘know’ the lan-
guage that they have acquired as children, and this ‘knowledge’, or I-language,
must in principle be different from ‘performance’, or observed behaviour in
‘using’ it.

This form of answer can again be traced at least to Saussure. But how exactly
would a new syntactic construction or new pattern of word order spread through
a community? Some speakers, let us say, would ‘have’ the pattern. That means
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that it would be within the constraints of the ‘grammar’ as they knew it. Others
would not ‘have’ it, and, as it spreads, their number would of course diminish.
But who exactly would be ‘using’ it? Are they only those who would be strictly
said to ‘have’ it? Its spread, in that case, would be limited to changes in the
frequency with which they ‘used’ it, and the ‘grammars’ of a newer generation
who would hear them. Or could it also be acquired, directly from their speech,
by others who did not ‘have’ it? Such speakers would thus have knowledge that
they had acquired in childhood of what forms of speech are possible and not
possible — but then, in later life, would pick up further forms of speech that
would extend it.

If so, we must ask how they are able to do so. A pattern or construction is an
abstraction and, by the argument with which we started, it cannot be ‘picked up’
in the same way as, we said, behaviour like tea-drinking. It would seem then that
a speaker could acquire a second form of abstract ‘knowledge’, additional to the
‘knowledge’ that is originally claimed to constitute a ‘grammar’. The ‘external
production’ of language, as E-language was defined by Lightfoot, would then
reflect both.

It would be easy to find ways in which these different forms of ‘knowledge’
might be labelled. One way is to distinguish a speaker’s ‘active’ competence
in a language, as acquired in childhood, from an initially ‘passive’ knowledge
ol the speech ol people who are encountered later. But this second Torm off
knowledge would itself then come Lo exercise an ‘active’ influcnce on their own
speech. I explored devices like this more than twenty years ago (1979: 51-66),
as one hypothesis of ‘idiolectal multilingualism’. Another way is lo distinguish
a ‘core’ knowledge, much as Chomsky distinguished it in the 1980s, from a
‘periphery’. The former would again be fixed in childhood; but the periphery
might in principle be open, therefore new things could be added to it later
in a speaker’s life. This would in essence be a variant of an idea that was
fashionable, thirty years ago, in generative phonology. New rules or patterns
could again be tacked on without change to mental structures that a speaker has
already developed. They too would therefore be reflected in speech, and this,
again, would be the speech heard by the children of a following generation.

Our question, however, was why ‘knowing a language’ should be seen as
anything other than the state of having ‘picked up’ certain forms of speech.
Why, again, do we not talk simply of one level of ‘knowledge’, both developing
and expanding in the same way? A community’s mastery of its forms of speech
would then be attested equally by both the continuities and the changes in
‘E-language’.

That is, I take it, Roberts’s ‘traditional notion’ of change — that developed
by Paul (1880) in particular. But the most likely riposte would again rest on
the concept of a Universal Grammar. Although Chomsky’s theory is not itself
concerned with change in language, it has nevertheless to be admitted that, for
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anyone who accepts it, much of what I have said so far is likely to seem neither
here nor there. I must therefore refer to another recent essay (1998) for a fresh
rehearsal of the reasons why I cannot myself take it for granted. It might be
claimed, however, that the arguments for it are not only those that Chomsky
himself originally proposed. Thus, in the account as popularised in Lightfoot’s
latest book, a ‘grammar’ will again develop in response to a specific set of
cues that children can identify in the speech to which they are exposed. But a
single cue does not determine just one aspect of a ‘grammar’. Instead it will
determine a whole range of them; so, if the experience of one generation of
children differs crucially in one respect from that of earlier generations, the
‘grammar’ they develop may change drastically. This change in the ‘grammar’
will be reflected in E-language as observed from then on, which will in turn
change in what would otherwise be unexpected ways. We can explain them
only if we posit that the relation between cues and ‘grammars’ is as Universal
Grammar determines.

Lightfoot’s examples are from the history of English, a ficld I know at bcs} at
third hand. I will therefore restrict myself to asking how far such an explanation
could in principle be convincing.

Let us first assume, for the sake of argument, that Chomsky is right. Accord-
ing to the theory that he elaborated in the 1980s, the properties that disti nguis.h
languages are then reduced, as far as possible, to different settings gf ge.neu—
cally inhcrited parameters. But single parameters would not determine §|nglc
properties. In setting, for example, the ‘null subject’ parameter children did not
merely develop a language with or without null subjects. The relation would
instead be one of what biologists call ‘pleiotropy’, in which a setting might be
expressed by several characters that, at first sight, seem quite unconnected. By
a ‘character’ we mean, for example, a construction or some individual pattern
of word order. It therefore seems that Lightfoot too has got to be right. A cue
will “trigger’ the setting of a parameter; and, when its setting changes, this will
affect, potentially at least, all characters by which it may be expressefl. The
appearance of new characters might then be no more than a repercussion, as
I put it earlier, of a change whose causes, in the ‘triggering’ experiences of
children, are quite different.

This is indeed a very powerful theory. But it is not clear that it is necessarily
what Chomsky’s theory leads us to expect. Nor is it clear how Lightfoot’s theory
would be other than invulnerable.

The first doubt is suggested directly by my allusion to pleiotropy. For it does
seem likely that the relation between languages and Universal Grammar would
be very complex. Certain languages might be identified as having, for example,
characters a, b and c. We might therefore conjecture, still in terms of Chomsky’s
theory as it was in the 1980s, that this reflects, in part, a setting of a parameter P.
But we might not then be worried by the discovery of other languages that have
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aand b but not ¢, or b but not a or ¢, and so on. We would simply conjecture that
these differences reflect the setting of other parameters. The character identified
as a might thus reflect a setting not of P alone, but of P and at least one other.
The settings that are responsible for b and ¢ would both be partly different. In
this way we could account successfully for all the fine diversity of structures
that is actually found. But it is less clear why historians should expect such
structures to change suddenly and drastically. Could a single change in speech
provoke a simultaneous change in many different parameters? If not, we might
expect the changes we observe to be more gradual, as the expression of any that
are reset is inhibited, at any stage, by that of others that have not been.

This is a question only; but it seems one that is at least worth raising. For if
change were gradual, this would at best be a competing theory of what Winfred
Lehmann, or Sapir before him, called “drift’. One crucial change, relating to
what Lightfoot calls a ‘cue’, would take place at the level of E-language. We
would then expect that other changes of specific kinds should follow. But, of
course, it would be casy (o find explanations if they did not. Thus, in particular,
some further ‘nongrammatical factor’, triggering change of a quite different
kind, might be found to intervene.

Butlet us assume, in fairness, that the effect is instant. We would thus envisage
crucial changes in cues; and, precisely because the expression of parameters
is as complex as we have supposed, such a change, initially at the level of E-
language, would then trigger changes, at the level of the underlying ‘grammar’,
that cannot be other than pervasive. These will ensue directly in the ‘grammars’
of new members of the speech community. We should therefore expect their
speech to differ strikingly from that of older members. We might also predict
the same effects, in any other language, if the same cue were affected in the
same way.

The problems then lie in the other factors that in principle could intervene. Let
us suppose, for example, that a pattern ¢ has formerly been common. That is in
part because, we say, the older speakers have a ‘grammar’ that allows it. Then,
for some extraneous reason, a new set of speakers form a ‘grammar’ whose
parameters exclude it. Would we expect, in that case, not to find c in their speech?
One possibility is that, in addition to a ‘grammar’ which excludes c, they might
also be said to have one that allows it. This is again a hypothesis of ‘idiolectal
multilingualism’, and, in a sophisticated version, we might again distinguish
‘grammars’ that develop in childhood, when an individual is in contact with a
limited set of speakers, from subsidiary ‘grammars’ that develop in the course
of wider contacts later. It might therefore be that younger speakers merely ‘use’
c less than older speakers, that they ‘use’ it most in ‘accommodation’ to older
speakers, and so on. All the familiar effects of variation might thus be explained.
But still, according to our hypothesis, there is a ‘grammar’ whose parameters
have been reset; and, as more and more speakers have it, ¢ will be doomed.
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Such forms of explanation are explored by Lightfoot himself (1999: 92ff.).
But another factor might again be the ‘periphery’. In Chomsky’s account, a
part of each I-language follows from the setting of parameters: this was the
‘core’ as he defined it in the 1980s (1986: 147). Let us suppose, then, that our
younger speakers have a ‘grammar’ whose core will exclude c. But the core of
a ‘grammar’ is not claimed to be the whole of it: it is for that reason in particular
that I have continued to put Lightfoot’s term in inverted commas. Could it be
claimed then that the periphery of their I-language nevertheless allows ¢?

It is hard to know the answer, since the scope of a ‘periphery’ has not been
explicitly constrained. We were told originally that it covers ‘exceptions’, such
as irregular morphology or idioms. For Chomsky’s purposes, there was indeed
no motive to say more. But constructions can also be exceptional. In English
there are, for example, scattered patterns of inversion: after neither ot nor (Nor
was 1), sporadically after then (Then came the floods), and so on. How exactly,
then, would we describe their history? The pattern of Then came the floods was
normal in the days of a ‘verb-second’ order; so the parameters would be said to
have been set accordingly. Then their setting would have to change; this might
be explained, in the terms that Lightfoot suggests, by changes in E-language
such that some cue was no longer instanced with sufficient ‘robustness’. But
would this pattern thereby vanish from I-languages affected? Let us claim,
instead, that it was relegated to a periphery. It would then be exceptional, and
we would expect it to be restricted lexically and, in time, to become rare. But
no group of speakers would at once stop ‘using’ it.

By invoking either of these factors, or both, we could easily explain why
sudden and pervasive changes in a ‘grammar’ might not, in reality, lead to either
sudden or pervasive changes in speech. But there are two obvious comments.
Firstly, it is only if the clfects were sudden that the predictions of our theory
might be confirmed. If they are gradual then, at any stage in any language, other
changes, which would arise perhaps from new ‘speech fashions’ or from other
‘nongrammatical factors’, could again be claimed to intervene. What changes
in speech could not then, in principle, be attested?

The second comment is that gradual shifts in speech are just what we expect
if change is at a level of ‘E-language’ only. If Chomsky’s theory of I-language
is right, we are again obliged to posit consequential changes at an underlying
level. That is granted, and we would then have to consider whether they were
likely to be local or pervasive. But do we again have any other motive, as
historians, for positing an underlying ‘language’ of that kind?

It is appropriate to end with questions, since the theory that has provoked this
essay may be further clarified or updated. But, in Chomsky’s later accounts, the
core of an I-language may directly ‘instantiate’ a Universal Grammar (1995).
The more, of course, this ‘core’ is simply invariant, the less historians of lan-
guage will be concerned with it. Where languages vary systematically it is
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said, conjecturally, to be a function of potential differences in their lexicon.
Beyond what would be regular, it seems that there would still be a periphery;
and, independent of all levels of I-language, we must then envisage Lightfoot’s
*socially defined speech fashions’, something like Coseriu’s norms, and so on.
We have to ask if there any reasons, other than a prior belief that knowledge of
‘a language’ must develop in the form that Chomsky says it does, why these
proliferating levels should be seen as separate.
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2 Formal and functional motivation
for language change

Frederick J. Newmeyer

1 Introduction

The goal of this chapter is to sort out the roles that ‘formal’ and ‘functional’
factors have been said to play in language change. An immediate challenge is
to provide these two terms with enough content so that there is no uncertainty
about what specifically is at stake in any explanation of a change that incorpo-
rates onc of these two terms. It is not uncommon, for example, to encounter
statements in the literature such as: ‘Formal pressure was responsible for the
loss of instrumental case in English’ or ‘Grammatical oppositions with a low
degree of functionality are more likely to be lost than those with a high degree.’
Unfortunately, such claims are often not accompanied by a sufficiently precise
characterization of the notions ‘formal pressure’ or ‘degree of functionality’ to
allow them to be adequately evaluated. Our first task, therefore, is to specify as
precisely as possible what a ‘formal explanation’ and a ‘functional explanation’
might consist of.

Throughout this chapter a ‘formal explanation’ will designate one in which
principles governing the organisation of grammars are said to play a central
role. A ‘functional explanation’, on the other hand, refers crucially to prop-
erties of language users, in particular to their interest in producing and com-
prehending language rapidly, (o their states of consciousness, or Lo aspects of
their behaviour. It is important to stress that these definitions leave open the
possibility that any particular language change, from its inception to its full re-
alisation, can have both a formal and a functional dimension. Indeed, I believe
that a bidimensional view has long been the mainstream way of looking at
things. For example, over a century ago the Polish linguists Jan Baudouin de
Courtenay and Nikolaj Kruszewski posited that sound change originates in the
(user-based) exigencies of articulation and acoustics, but ultimately grammar-
internal systematic pressure lead the results of these changes to be phonologised
(for discussion, see Anderson 1985: ch. 3). More recently, Paul Kiparsky has

* 1 would like to thank Charles Barrack for his helpful comments on an earfier version of this
paper.
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provided a picture of sound change in which formal and functional factors are
inseparably intertwined:!

{NJatural phonoiogical processes, originating in production, perception, and acquisition,
result in inherent, functionally controlled variability of speech. ‘Sound change’ takes
place when the results of these processes are internalized by language learners as part
of their grammatical competence. Internalization as lexical representations or lexical
rules is subject to structure-preservation and other relevant constraints on the lexical
component, and may involve selective grammaticalisation and lexicalization of variants
preferred at the optional stage. In consequence, conditions on sound change reflect
functional factors. (Kiparsky 1988: 389)

The problem of teasing out the relative weight of formal and functional factors
in language change is complicated enormously by the fact that some linguists
view the organisation and structure of grammar as itself a reflection of external
functional pressure. This is particularly true for linguists of the Prague School
and those on whom they have had the greatest influence. Indeed, members
of this school have tended to refer to themselves as both ‘structuralists’ and
‘functionalists’. André Martinet, a Prague School disciple, provided formal
explanations, in that he saw language change in terms of changes in grammars
and provided constraints on how and why a grammar might change. But at the
same time, most of those constraints were functionally based. For example, he
believed that phonological systems tended toward formal symmetry. However,
he provided a functional explanation for why that appeared to be true. In his
view, the function of language is communication and maximal differentiation
among grammatical elements (i.e. maximal symmetry) aids the communicative
process (see Martinet 1952; 1955).

While most linguists see a role for both formal and functional factors in
language change, there tends to be an asymmetry between formalists and func-
tionalists in terms of the weight each attributes to the factors characteristic of
the other. Wholly reductionist views are far more typical of the latter than of the
former. The functionalist Simon Dik can write that ‘Saying that a certain feature
of linguistic design or change cannot be functionally explained is tantamount
to saying that we have not yet been able to find a functional explanation for that
feature’ (Dik 1986: 22).2 I have yet to find a correspondingly ‘imperialistic’
statement from a formal linguist about language change. Even David Light-
foot, for example, a formalist par excellence, acknowledges that stylistic and
sociopolitical factors can play an important role in change (Lightfoot 1988:
319).

! Foranother, rather different, example of how formal and functional factors might be said to interact
in language change, see the optimality-theoretic account presented in Haspelmath (1999b).

2 For similar remarks, see Jakobson (1928/1971: 1) and almost anything written by Michael Shapiro
(see especially Shapiro 1985; 1991).
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In general, formal phonologists have been more welcoming of the idea of
functional factors playing a central role in language change than have formal
syntacticians. Such is undoubtedly a consequence of the fact that phonologists
are far more likely than syntacticians to see their object of inquiry as having
properties that more or less directly reflect functional factors. For example,
Michael Kenstowicz's introductory text Phonology in generative grammar has a
chapter entitled ‘The phonetic foundations of phonology’, where it is remarked
that ‘phonological distinctions and categorizations display gaps that appcar
arbitrary from a purely abstract, classificatory point of view, but seem to reflect
contingencies of the articulatory and acoustic systems that realize language
in speech’ (Kenstowicz 1994: 136). A more recent introduction observes that
‘an understanding of phonological theory is impossible without at least some
knowledge of the way speech is produced’ (Gussenhoven and Jacobs 1998:
ix). The book makes good on this obscrvation by devoting the first chapter Lo
speech production. One searches in vain for a formal syntax text that emphasises
the degree to which syntactic systems reflect the exigencies of processing or
the utility of maintaining an iconic relationship between form and meaning. The
absence of such texts is a consequence of the fact that only a small minority of
syntacticians explore the functional shaping of formal systems (but see Hawkins
1994 and Newmeyer 1998).

The outright rejection of the possibility of functional explanation of language
change does not necessarily involve the embracing of formal explanation. Roger
Lass, for example, has long militated against the possibility of any explanation
that might be proffered for a particular change, whether formal or functional,
though his guns have been trained more on the latter than the former (see
Lass 1980 for an extreme stalement of such a position and Lass 1997 for a
more moderate one). And it should be pointed out as well that debates between
formalists and functionalists regarding language change need not involve the
issue of formal versus functional explanation per se. For example, the exchange
between David Lightfoot and the functionalists Elizabeth Traugott and Henry
Smith (Traugott and Smith 1993; Lightfoot 1995) was more over the nature of
grammars than about the relative merits of functional explanations and formal
ones.

Finally, it needs to be stressed that it is not necessarily the case that a lan-
guage change should have either a formal or a functional explanation, or some
combination of the two. Paul Postal is undoubtedly not the only linguist to
believe that ‘there is no more reason for languages to change than there is for
automobiles to add fins one year and remove them the next, for jackets to have
three buttons one year and two the next, etc.’ (Postal 1968: 283). Indeed, it is
now uncontroversial that social factors, such as the desire to imitate arbitrary
(from a linguistic point of view) prestige forms play the dominant role in the
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spread of a variant through a speech community (Weinreich, Labov and Herzog
1968; Milroy 1987).3

This chapter is organised as follows. Sections 2 and 3 discuss the arguments
for and against formal explanations of language change respectively. Sections
4 and 5 deal in like manner with functional explanations. Section 6 is a brief
conclusion.

2 Formal explanations of language change

As noted above in section 1, the linguists of the Prague School (as well as
other European structuralists) had a mixed formal-functional view, in which
functionally motivated pressure resulted in the restructuring of formal sys-
tems. The American structuralists between the 1930s and the 1960s held a
Neogrammarian view of change, but — due to the empiricist philosophy that
guided them — one that was stripped of even the meagre explanatory devices
to which the Neogrammarians subscribed. As a consequence, the first ‘purely’
formal explanations of language change arose with the advent of generative
grammar in the early 1960s. The rule-centred approaches of early generative
grammar were mirrored, not surprisingly, by rule-centred accounts of change.
In phonology, the goal was to demonstrate that rule change led to ‘simpler’
grammars, though the notion of ‘simplicity’ was understood differently by dif-
ferent scholars (for characleristic work of this period, see Kiparsky 1968 and
King 1969). Historical syntax consisted, more modestly, in comparing differ-
ent grammars at different stages in time and, in some cases, cven proposing
‘diachronic grammars’ linking different stages of the same language (Traugott
1969).

As formal generative theory developed in the following few decades, the
subtlety and complexity of the explanatory devices increased as well. A good
example of a formal explanation of language change is the account presented
in Kiparsky (1995) of lexical diffusion. Specifically, he argues that lexical dif-
fusion is the analogical generalisation of lexical phonological rules. In other
words, he sees lexical diffusion as an optimisation process that eliminates
idiosyncratic complexity from the system. While the full story is too complex
to present here, Kiparsky’s account relies crucially on such formal devices as
radical underspecification, structure-building rules and rule-ordering. Kiparsky
also provides a formally based account of one of the major puzzles of his-
torical linguistics, namely how sound change could possibly be ‘blind’, when

3 It has become the accepted view, [ believe, that functional factors are crucial in the actuation of
a linguistic change, but that linguistically arbitrary social factors explain why certain actuated
changes are transmitted through the speech community, while others are not (see Croft 1995:
523; Haspelmath 1999b; Newmeyer 2001).



