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Preface

HIS BOOK IS intended to survey the most important computer

algorithms in use today, and to teach fundamental techniques to
the growing number of people in need of knowing them. It can be
used as a textbook for a second, third, or fourth course in computer
science, after students have acquired basic programming skills and fa-
miliarity with computer systems, but before they have taken specialized
courses in advanced areas of computer science or computer applica-
tions. The book also may be useful for self-study or as a reference for
people engaged in the development of computer systems or applica-
tions programs, since it contains implementations of useful algorithms
and detailed information on these algorithms’ performance character-
istics. The broad perspective taken makes the book an appropriate
introduction to the field.

[ have completely rewritten the text for this new edition, and
have added more than a thousand new exercises, more than a hundred
new figures, and dozens of new programs. I have also added detailed
commentary on all the figures and programs. This new material pro-
vides both coverage of new topics and fuller explanations of many of
the classic algorithms. A new emphasis on abstract data types through-
out the book makes the programs more broadly useful and relevant in
modern object-oriented programming environments. People who have
read old editions of the book will find a wealth of new information
throughout; all readers will find a wealth of pedagogical material that
provides effective access to essential concepts.

Due to the large amount of new material, we have split the new
edition into two volumes (each about the size of the old edition) of
which this is the first. This volume covers fundamental concepts, data
structures, sorting algorithms, and searching algorithms; the second
volume covers advanced algorithms and applications, building on the
basic abstractions and methods developed here. Nearly all the material
on fundamentals and data structures in this edition is new.
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PREFACE

This book is not just for programmers and computer-science stu-
dents. Nearly everyone who uses a computer wants it to run faster
or to solve larger problems. The algorithms in this book represent
a body of knowledge developed over the last 50 years that has be-
come indispensible in the efficient use of the computer, for a broad
variety of applications. From N-body simulation problems in physics
to genetic-sequencing problems in molecular biology, the basic meth-
ods described here have become essential in scientific research; and
from database systems to Internet search engines, they have become
essential parts of modern software systems. As the scope of computer
applications becomes more widespread, so grows the impact of many
of the basic methods covered here. The goal of this book is to serve
as a resource for students and professionals interested in knowing and
making intelligent use of these fundamental algorithms as basic tools
for whatever computer application they might undertake.

Scope

The book contains 16 chapters grouped into four major parts: funda-
mentals, data structures, sorting, and searching. The descriptions here
are intended to give readers an understanding of the basic properties
of as broad a range of fundamental algorithms as possible. Ingenious
methods ranging from binomial queues to patricia tries are described,
all related to basic paradigms at the heart of computer science. The
second volume consists of four additional parts that cover strings, ge-
ometry, graphs, and advanced topics. My primary goal in developing
these books has been to bring together the fundamental methods from
these diverse areas, to provide access to the best methods known for
solving problems by computer.

You will most appreciate the material in this book if you have had
one or two previous courses in computer science or have had equivalent
programming experience: one course in programming in a high-level
language such as C, Java, or C++, and perhaps another course that
teaches fundamental concepts of programming systems. This book
is thus intended for anyone conversant with a modern programming
language and with the basic features of modern computer systems.
References that might help to fill in gaps in your background are
suggested in the text.



Most of the mathematical material supporting the analytic results
is self-contained (or is labeled as beyond the scope of this book), so
little specific preparation in mathematics is requited for the bulk of the
book, although mathematical maturity is definitely helpful.

Use in the Curriculum

There is a great deal of flexibility in how the material here can be
taught, depending on the taste of the instructor and the preparation
of the students. The algorithms described here have found widespread
use for years, and represent an essential body of knowledge for both
the practicing programmer and the computer-science student. There
is sufficient coverage of basic material for the book to be used for a
course on data structures, and there is sufficient detail and coverage of
advanced material for the book to be used for a course on algorithms.
Some instructors may wish to emphasize implementations and prac-
tical concerns; others may wish to emphasize analysis and theoretical
concepts.

A complete set of slide masters for use in lectures, sample pro-
gramming assignments, interactive exercises for students, and other
course materials may be found via the book’s home page.

An elementary course on data structures and algorithms might
emphasize the basic data structures in Part 2 and their use in the
implementations in Parts 3 and 4. A course on design and analysis of
algorithms might emphasize the fundamental material in Part 1 and
Chapter $, then study the ways in which the algorithms in Parts 3
and 4 achieve good asymptotic performance. A course on software
engineering might omit the mathematical and advanced algorithmic
material, and emphasize how to integrate the implementations given
here into large programs or systems. A course on algorithms might
take a survey approach and introduce concepts from all these areas.

Earlier editions of this book have been used in recent years at
scores of colleges and universities around the world as a text for the
second or third course in computer science and as supplemental reading
for other courses. At Princeton, our experience has been that the
breadth of coverage of material in this book provides our majors with
an introduction to computer science that can be expanded upon in
later courses on analysis of algorithms, systems programming and

X



PREFACE

theoretical computer science, while providing the growing group of
students from other disciplines with a large set of techniques that these
people can immediately put to good use.

The exercises—most of which are new to this edition—fall into
several types. Some are intended to test understanding of material
in the text, and simply ask readers to work through an example or
to apply concepts described in the text. Others involve implementing
and putting together the algorithms, or running empirical studies to
compare variants of the algorithms and to learn their properties. Still
others are a repository for important information at a level of detail
that is not appropriate for the text. Reading and thinking about the
exercises will pay dividends for every reader.

Algorithms of Practical Use

Anyone wanting to use a computer more effectively can use this book
for reference or for self-study. People with programming experience
can find information on specific topics throughout the book. To a large
extent, you can read the individual chapters in the book independently
of the others, although, in some cases, algorithms in one chapter make
use of methods from a previous chapter.

The orientation of the book is to study algorithms likely to be of
practical use. The book provides information about the tools of the
trade to the point that readers can confidently implement, debug, and
put to work algorithms to solve a problem or to provide functionality
in an application. Full implementations of the methods discussed are
included, as are descriptions of the operations of these programs on
a consistent set of examples. Because we work with real code, rather
than write pseudo-code, the programs can be put to practical use
quickly. Program listings are available from the book’s home page.

Indeed, one practical application of the algorithms has been to
produce the hundreds of figures throughout the book. Many algo-
rithms are brought to light on an intuitive level through the visual
dimension provided by these figures.

Characteristics of the algorithms and of the situations in which
they might be useful are discussed in detail. Although not emphasized,
connections to the analysis of algorithms and theoretical computer
science are developed in context. When appropriate, empirical and



analytic results are presented to illustrate why certain algorithms are
preferred. When interesting, the relationship of the practical algo-
rithms being discussed to purely theoretical results is described. Spe-
cific information on performance characteristics of algorithms and im-

plementations is synthesized, encapsulated, and discussed throughout
the book.

Programming Language

The programming language used for all of the implementations is C.
Any particular language has advantages and disadvantages; we use
C because it is widely available and provides the features needed for
our implementations. The programs can be translated easily to other
modern programming languages, since relatively few constructs are
unique to C. We use standard C idioms when appropriate, but this
book is not intended to be a reference work on C programming.

There are many new programs in this edition, and many of the
old ones have been reworked, primarily to make them more readily
useful as abstract-data-type implementations. Extensive comparative
empirical tests on the programs are discussed throughout the text.

Previous editions of the book have presented basic programs in
Pascal, C++, and Modula-3. This code is available through the book
home page on the web; code for new programs and code in new
languages such as Java will be added as appropriate.

A goal of this book is to present the algorithms in as simple and
direct a form as possible. The style is consistent whenever possible, so
that programs that are similar look similar. For many of the algorithms
in this book, the similarities hold regardless of the language: Quicksort
is quicksort (to pick one prominent example), whether expressed in
Algol-60, Basic, Fortran, Smalltalk, Ada, Pascal, C, PostScript, Java,
or countless other programming languages and environments where it
has proved to be an effective sorting method. .

We strive for elegant, compact, and portable implementations,
but we take the point of view that efficiency matters, so we try to
be aware of the performance characteristics of our code at all stages
of development. Chapter 1 constitutes a detailed example of this
approach to developing efficient C implementations of our algorithms,
and sets the stage for the rest of the book.

xi
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Notes on Exercises

Classifying exercises is an activity fraught with peril, because readers
of a book such as this come to the material with various levels of
knowledge and experience. Nonetheless, guidance is appropriate, so
many of the exercises carry one of four annotations, to help you decide
how to approach them.

Exercises that test your understanding of the material are marked
with an open triangle, as follows:

>9.§7 Give the binomial queue that results when the keys EASY
QUESTION are inserted into an initially empty binomial queue.
Most often, such exercises relate directly to examples in the text. They
should present no special difficulty, but working them might teach you
a fact or concept that may have eluded you when you read the text.
Exercises that add new and thought-provoking information to the
materidl are marked with an open circle, as follows:

014.20 Write a program that inserts N random integers into a
table of size N/100 using separate chaining, then finds the length
of the shortest and longest lists, for N = 10°, 10%, 10%; and 10°.

Such exercises encourage you to think about an important concept
that is related to the material in the text, or to answer a question that
may have occurred to you when you read the text. You may find it
worthwhile to read these exercises, even if you do not have the time to
work them through.

Exercises that are intended to challenge you are marked with a black
dot, as follows:

08,46 Suppose that mergesort is implemented to split the file at
a random position, rather than exactly in the middle. How many
comparisons are used by such a method to sort N elements, on
the average?

Such exercises may require a substantial amount of time to complete,
depending upon your experience. Generally, the most productive ap-
proach is to work on them in a few different sittings.

A few exercises that are extremely difficult (by comparison with
most others) are marked with two black dots, as follows:

0 15.29 Prove that the height of a trie built from N random bit-
strings is about 2Ig N,



xvi

These exercises are similar to questions that might be addressed in the
research literature, but the material in the book may prepare you to
enjoy trying to solve them (and perhaps succeeding).

The annotations are intended to be neutral with respect to your
programming and mathematical ability. Those exercises that require
expertise in programming or in mathematical analysis are self-evident.
All readers are encouraged to test their understanding of the algorithms
by implementing them. Still, an exercise such as this one is straight-
forward for a practicing programmer or a student in a programming
course, but may require substantial work for someone who has not
recently programmed:

1.23 Modify Program 1.4 to generate random pairs of integers

between 0 and N -1 instead of reading them from standard input,

and to loop until N — 1 union operations have been performed.

Run your program for N = 10°, 10%, 10°, and 10°and print out

the total number of edges generated for each value of N.
In a similar vein, all readers are encouraged to strive to appreciate
the analytic underpinnings of our knowledge about properties of al-
gorithms. Still, an exercise such as this one is straightforward for a
scientist or a student in a discrete mathematics course, but may require
substantial work for someone who has not recently done mathematical
analysis:

1.13 Compute the average distance from a node to the root in
a worst-case tree of 2" nodes built by the weighted quick-union
algorithm,

There are far too many exercises for you to read and assimilate
them all; my hope is that there are enough exercises here to stimulate
you to strive to come to a broader understanding on the topics that
interest you than you can glean by simply reading the text.
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