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The Automatic Processing of Some Basic,Grammatical Rules

AN .
Jr-wen Jou -

Infroduction

"Automaticicf in'cognitiv or motor';kllls ls a. propertiy
~ which enables ‘an indiwjdual to penform the cogn1t1Ve or
-motor skills quickly, accurately, and with llttle or no
consc1ous attentlon required. Automatlc proce531ng in
different task paradigms demonstrates dlfferent propertles
and characteristics (pogan,-1985a. 1988; Jonides, Naveh- '
Benjamin; 1985; Palmer & Jonides, 1988J These properties
"have been studied and known in: domains of simple tasks “such
as perceptual detection of a'target, memory search
(Schneider & ‘Shiffrin, 1977; Palmer & Jonides, 1988), and

¥

lexical decision (Neely, 1977' Logan, L988). Its nature has

processing in the form of reading

nd c gEE' 1ngna
complete sentence. As Logan (1985 ) prop y B 1né§3 out,

"First, automaticity should be studied in a ‘broader range

hardly been studled and is .relati

more complex and continuous tasks

of parad1gns in order to capture the var1ety of ways in
‘which it is important in skilled performance, and second,
research on automaticity should take into account theu
continuous cyclical nature of many skills, which isllarkely

' - .
‘neglected in the current literature.”" (Logan, 1985a, p.



380). Langdage as a stimulus is continuous end its elements
are highly predictable. The automatlcity in such tasks may
not be exactly the/same as ‘in simpler and dlscrete tasks,'
and'1t is worth the effortato f;nd out how tpey ‘are similar
and dissimilar to the simpiér-and‘moroﬁartificiol tasks. ‘
. It is a:widoii ocoopted fact that, to-a linguistically

‘mature native speaker of a language, using the language as

a tool of commgnioatiqp is ap’auxomatictbrocess, which d°§5
not requige-con:Lioﬁs effort, can‘oo performed aé a very i
fast spééd,-ond does.n;t'iﬁpose a doticeab;é cognit;ve lo.d
on the processing of the.ihformation\transmitted througﬁ:.
the langg?ge (ﬁock, 1982; LaBerge & Samuelg,‘1974; DorniJ,
1979, 19é0; Krasﬁen, 1977; Anderson,f1983; Johnson-Laird}
.1983; Logan, 1985a; éarr; 1981;.Fodof; 1983, 1985). ;hese

: qualitieé of language performance are oonsistent with thet
concept of automat1c process1 proposed by many |
Jnvest;gators (Schneider & Shiffrin, 1977; Shiffrin &
Schneider, 1977; Shlffrln, Dumais, & Schneider, 1981; .

| é%hneider, Qumais, & Shiffrin, 19?4; LaBerge %.Sdhspls.
1974; LaBerge, 1981; Logan, 1978, 191§3J4980, 1985;
Jonides; 1981; Jonideé} Naveh-éenjamio, & Palmer, i935;
Hoffman, Nelson, &;Houck, 1983; Hasher & Zacks, 1979;
MaclLeod & Dunbar, 198§; Lewxcki Czyzewska, & Hoffman;

1987), and with the concept of modular ‘hature of language

.processing and perception in general proposed by Fodor
' 4 p



(1983, 1985), and supported by others (Kats, Boyce,
Goldstein. & Lukatela, 19875 Forster, 1981). .
Jolinson-Laird (1983) thinks Ehatfa child learns the
native language in a natural way (i.e., without'formalw,
instruction) and  that after‘the initial hastery of“the“
skill, he or, she can perform the skill w1thout the lehst
idea of the princ1ples governing his construction of
sentences. He further pointed out that an important
property of unconscious mental - processing is that it is
'carried out in parallel with many other mental processes,
1nc1uding other unconscious and conscious p: rocesses.
According to Johnson-Laird, the louerfthe level of the',
processesy the more likely.that they are inQECessible to
conscious introspection. For instance,.one can never
consciously describe how he or she controls and manipulates
one’s muscles in the vocal tract when talking, but one
knows very well what it is that he or she wants to talk
about. Such unconscious mental processes, according to )
Johnson-Laird, can make the processing system operate more
rapidly and efficiently by naking p0351ble many parallel
processes to go on simultaneously. '
Anderson (1983) called such an operation a
proceduralized‘processVbased'on procedural memory, as

opposed to & slow conscious” process based on declarative

memory, which characterizes newly learned performance. He



equates automatization with a process by which a
declarative knowléagg has eveolved into a procedural‘
knowledge by the repeated activation of the long term
memery (LTM) nodes involved.' When such memorf nodes havg
're;ched’some threshold of stréngth, the opefaﬁion ho longer
has t;“be carri;d cut in conséiqus.ﬁopking memory..éather,
At is perférméd in the LTM itsélﬁ.'f; Andersdn, 1gngﬁage |
use is mainly a proceduralized proc?ss. Hq'a1;d~calf;d the
process: of autematization cqppil;tion in the-éehs; that a
computer_ﬁfoggg;-ban-béﬁcombiled into low level machine
language and be executed more gquickly énd readily, but that
the compiléd program is no longer accessible to ﬁeaningful
Aiqterpretation or examination. | ‘

.Fodor (1983) baSically'anpgseq the same view about .~
language proce;sipg. Them;;;cess which Johnson-Lai;d |
referrgq_to as lower parafiel proceéses inaccessible.to
conécigésnéss, and An@erson pefgrred to as proceduralized
memory, is actually the same as Fodar’s modular systems.
a4nd the higher level mental activity.or the declarative
memory is the ;quﬁyalent to what fédor called the central
processes, as opposed to moduiar systemg. Fodor (1983,
f985) aréued that the processing of syntax and meaning'of
words is modular, which, aceording to him, meaps'it is
fast, mandatory, aﬁd qpagque to introspection; Sternberg

{1985), in commenting on Fodor's modularity concept,
/ .



suggested that the modularity was a result of overlearninés
and was essentially the same as: automaticity.'ln'reply,

_ Fodor pointed out that an automstized central ﬁrocess such
7

as solving a physics problem by a phy3101st is not the same
k4 H
as a modular process such as perce1ving a phone. But he '

conceded that it is somebimes difficult to dlst1ngu1sh an

.inherently modufgr system from an automat1zed central

“

process. However, he argued that perce1v1ng language is
d1fferent fr;s the automat1c solv1ng of complex problems
such as the physicist solving a phy31cs problem. According
to Fodor, one always processes a language in modular )
‘fashion, but a physicistlcan.switch to a central processing
mode (which is sctueliy controlled processing) wheh.he or

she encounters a novel physics problem. In the present
study, no attempt will be made to distinguish automaticity

- . .
from modularity, and these two terms will be used

‘interchangeably in the remainder of.‘the paper.

Theories ggg;Isgggs of Automaticity of Cognitive Processes
Many theories have been proposed to explain the nature
and the mechanisms of automaticity. Some authors explain
the phenomenon from the perspective of memory change
(Anderson; 1983; Schneider & Shrffrih;'1977 Schnelder &
Fisk, 1984). Autonaticity; accordiégoto them, is basically -

either’ the development of a process to directly access LTM,

‘ {‘s o ,.



" resource function (Wickens, 1984a), meaningAthat:

-

are multiple types of resources {Wickens, 1980' Hirst &

»
-

or the lowering of actlvation thresholds (i.e., increasing

the actlvatlon strength ‘of these nodes). Other theorists

base the explanation on,the 1nterveﬁ1ng-construct of

resources (Wickens, 1980; 1984a; Kahnemen, 1973). From this -

point of view,. automatization is a chenge in Ee;foﬁﬂggce

.
?

autonatization is the diminishing demag@s by a performance

. by .
for the underlying resources as trainifg continues.

A-different ?ersion bE this view,suggests that there

’

-

Kalmar, 1987). If two performances do not draw on the same,
;d

v > .

type of resources, they can be concurrently performed:iq—

- L

effectively. A fourth position is a structural v1ew. Under

%

this view,—as long as the performances are carried out in

segregated subsystems of mental or cognltlve structures,

they can operate easily'iFor a summary, see Wickens, 1984a;

Hirst, 1986). Such a strucdtural view would imply.that when

°

automaticity takes piace, there is some structural change

J

in the system. -

A fifth position holds that when automat;city,'

‘develops. the control of the processing is transferred from

.a central general level to a specialized local level, or a

L

‘3
§ -

=,

3. .

local subsystem (see Wickens, i984s'fpr a summary; Hoffman, ‘

Nelson, & Houck, 1983) so that.- the performance no longer

competes for the general central processing resources. This



view of automatic processing is in essence the same as
Fodor's modular processing. The modular .process is
encapsulated (i.e., inaccessible to central cognjitive

7pr6cesses), local or domain?specific,'rapid, and mandatory.
As it {é encapsulatéaq it is not influenced by . ‘the goals,

s

expectatlons, strategies, and contexts of a task. In '

contrast to such fast, unconscious modularized processes is

the cegt;al pgocess whlch operates slowly and‘consc1ously,-

L4

and is fully under the control of one’s free will and’
Y *

1ntent1on. Since the modular processes are aot acceSSLble

-

to--the central processes, thef éb not 1nterfere with' the
. 7 %

[

higher consclous mental_processes..-

'_Lastly, Logan {1988) proposed thatﬁthe deVelopﬁentgof

_automsticity.isothe,dhsﬁge,pf the processor’s knowledge
base from an algorithm-based procedure of achieving a task

goal to a direct memory retrievai of the solution. In

essence, this proposed procedure is somewhat the same as
-r .

Anderson’s proceduralizat1on process. . .

According to some investigators (Schneider & Shii;pjﬂs

v

1977; Shiffrin & Schneider, 1977; Schneider, Dumais, &
Shiffrin, 1984){7automatic proceéssing and controlled
. . . .

processing.are,two.qualitatibe;y different processes. These

-

two processes can be described by pairs of polar .

adjectives. For example, automatic processing is fast,

3

parallel, effortless, work load independent, attention

o . -
i -

ooes



-
¥2:

- L 4

involuntary er rigid, and immune to interference. In

‘free, i
contrast, éontrolled procesgiﬁg.is slow, serial, effortful,

work'load dependent, attention démanding, voluntarily
controllable, and susceptible to idtefference. Such a

4

concept of . automatic proceésing vs. controlled prpcessing
has often beeﬂ interpreted as indicating tgat thése two
modes of information processing are dichotomous mental
states (Logan, 1985). |

~

Recéﬁtry, however, this.dichotomous'view of
automaticiti has been'questioned (Cheng, 1985; Logan,
"1985a; Kahneman & Treisman, 1984 Logan & ‘Cowan, 1984; »
Ryan; 1983; Zﬂrodoff & ngan. 1986 MacLeod & Dunbar,_.
1988).. In place ;f the two mutually exclusive states,.a

) contlnuum or gradedneSS notion ?f automaticity is proposed

——\fbogan, 1985a; Kahneman & Treisman, 1984; MacLeod & Dunbar,

: 1988; Gardner, 198%33~in which thg two kinds of states
: described'Ly the bi;éfixadjectives are conceptualized as
two extremes on the continuum. According to this view, |
automaticity is a property that can be quantified by
lnfinite gradations (Logan, 1985a). Or, at least it can bi
diffepentiated.inQ? three orders, stroﬁgly'aﬁtomatic,
partially automatic, and occasionally automatic (Kahneman &
Treiéman, 1984). These -authors indicated that the-

dichotomous characteristics enumérated ‘above are not truly

dichotomous. For instance, as Logan (1985a) indicated, many



- v. R .
’ L]

operations considered autom;tid are rarely attentianfree,
and load-indgbendent.-Attention-freé or 1oéd-indepgndence
is an ideal dgituation that in'actuglity‘is hardly ever

; L ,

Despite these éuq;tions rgised about the theory,

achieved.

Schneider and Shiffp;n (1977; Shiffrin & Schneider, 1977,
1985; Shiffriﬁ & Schneider, 1984) argue that the‘conceét
of a qualitative distinctién between two diffefent<types“of
information prqcéssing is a very useful one and accounts
parsimoniousli'fdr a.wide vafiety of data from maﬁy.diverse
'§ources of percqptu;;, memory, and éoghitive domains. .
Without such a théoretical framework, thesg‘data would have
"fquired many different spgéific, ad Hbc,"aﬁd.ﬁnfelaégd
th@érieg'tb explain. .

| They also argue that a skill is ﬁsdélly a'coﬁbination
of many subskills or components, and Eﬁat some of the .

components naf.have been automatized while others. are still

in the controlled pnoégSSing stages, hence the lack of

e performance of a

dichotomy sometimes observed in

complex skill. Thé same view was held by other researchers

in £he area (LaBerge & Samuels, 1974; Jonides et al, 1985;

palggr:i'&qnides, 1988). | |
Recently, Schneider (1985) has propbsed a four-stage

model of the develdpmeqt of automatization thfough which a

skill evolves from a completely controlled phase to a

<

»

9



‘ poqpletely automatic phase.. These four stagés are (a)
controlled processing with meéory preload (preloading the .
wo?king mema;zhwith t?e semantic categories and'stimulus-
response mapping used in Schneide;’s semantic"
categorization tasks) (b) countrolled an@ autoﬁatic
processing (c) aqtomatic prqcess;ng with controlled assist
and (d) automatic processing. This wiew of automaticity
deQelopment seems to be able to accommodate the
intermediate stages of skill development before a
completely automatic level of performance is attained.
Another issue rglated té the continuum }snidichptomy of
processing is the question of internal consistency of the
concept of automaticity (Logan, 1985a). In other words,  for
a nental}operation to be defined as autom;tic, does it have
to possess a;l the phenomena of automaticity such as those
enumerated earlier? According to Logan (1985a, 1988), if
automatic?ty is viewed as a continuum, there wf{I.be no
such problem. Automaticity at a.lower level will possess
fewer offthese phenomena than does one at a more advanced
level. Logan indicated, for example, that the Stroop-type
effect (inability to ignore the irrglevant stimulus .
dimension wh;se processing has‘ﬁeen highly practiced and
routinized) can be obseryed at an earlier stage of
automatization, whereas diminishiné of task-load effect can
only be approximated after an infihite numberfof practices. .

8

10



!
And s1nce this 1deal state is rarely -attaihed in reality,

further improvement and learning canAconti ue w1thout 11m1t'.
(Logan, 1985a, 1988). T

Currentlyy a review (Logan, 1988 Palher & Jonideé,
1988) of the literature on the issue of the definition of -
ahtomat1c;ty has reached the following ponclus1ons..There
are no necessary and sufficient properties that define the
phenﬁmenon of automaticity. Different researéhers used
differgnt lists of properties and disagreed on the
necessity and sufficiency of the properties they listed.
Logan (1988) indicated that the set qf mechanism; that aré
possible in human cognitive systems is probably unbounded,
and that no single property or set of propérties can be
common to all human mental activities., Similarly, Jonides
et al (1985) suggested that a different model of
automaticity should be formulated for different cognitive
tasks because the structure of each task is often unique.
This is perhaps why studying overpracticéd human
performance in d;fferent domains is very important. Only by
so doing can we understand what the commoh, and what the
unique mechanisms are across various domains and types of
cognitlve skills and act1v1ties.

As far as lapguage processing is concerned, it would be
interesting to fi;d out to what extent a group of native

speakers’ processing of some language rules is automatized
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